3GPP TSG-RAN WG3 Meeting #92
R3-161404
Nanjing, China, May 23th – 27th, 2016
Agenda item:

12
Source:
LG Electronics Inc.
Title:
TP for TR 36.885 on V2X SI
Document for:

Discussion and Decision
1 Introduction
This paper provides the baseline TP for V2X SI, to be merged into RAN1 TR 36.885, on the architecture and high level procedures.
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2 Text Proposal

----------------Start of the Change---------------
X
Architecture and high level procedures for V2X
X.1
Local Breakout for V2X
An RSU may terminate the V2X packets, or forward the V2X packets to other entities. This is done in the V2X application layer of the RSU. The handling of V2X packet is transparent to the eNB. It is also transparent to the eNB regarding whether the RSU has a local V2X server.

If the P-GW is close to the eNB, the backhaul delay can be significantly reduced; local breakout seems beneficial in order to better fulfill the stringent latency requirements of V2X services. This enables a more local termination of V2X traffic instead of traversing the EPC.

The above may also provide additional flexibility for the location of the local E-UTRAN V2X server: i.e. behind a L-GW (stand-alone or co-located with the eNB), or in the eNB itself. In fact, if SIPTO@LN is assumed to be deployed, it may be fully possible to leave this to the specific deployment. We could see the following use cases:

1. V2X server, connected through SIPTO@LN with stand-alone GW – Such a V2X server could e.g. process data from an array of local sensors / cameras, to distribute to all locally connected vehicle UEs. Connectivity would be provided to all local eNBs identified by the same LHN ID. By appropriately planning the LHN IDs with the V2X service areas, V2X services can be provided to the appropriate location in the most optimal way. Thanks to the characteristics of SIPTO@LN with stand-alone GW, the connection to the server would always be maintained at vehicle UE mobility within the LHN.

2. V2X server, connected through SIPTO@LN with co-located L-GW – Same as above, but the connection is routed through a L-GW co-located in each eNB. In this case, however, the connection of the vehicle UE to the server is taken down during mobility and set up again through the L-GW in the target eNB after handover has completed.

3. V2X server co-located in the eNB– In this case all required functionality is implemented in the eNB. An example of this could be e.g. a physical road-side box containing the sensors (i.e. terminating all traffic locally) and the RSU, which also handles the relevant connection to the vehicle UEs. This can be seen as “collapsing” all the above logical nodes into one physical node, even together with the V2X server.

When using SIPTO@LN with stand-alone GW, the interface between the stand-alone GW and the V2X Server is based on SGi. When using SIPTO@LN with co-located L-GW, the interface between the co-located L-GW and the V2X Server may be an internal interface or SGi.
Given that V2X functionality provides road safety services to moving vehicle UEs, option 1 (SIPTO@LN with stand-alone GW) seems to be more appropriate with respect to the other options, since it is the only one that maintains the data connection through handovers.

Some further observations can be made. 

· Current SIPTO@LN does not support dedicated bearers: only a single (default) bearer is supported, mainly due to the fact that there is no interface between the GW and the PCRF. The QoS of such a bearer, therefore, needs to meet the V2X service requirements.

· For SIPTO@LN with standalone GW, IP data session continuity can only be maintained if both source eNB and target eNB belong to the same Local Home Network. If the UE has no other PDN connection and it moves out of the Local Home Network, the MME detaches the UE.
On the first observation, it depends on SA2 whether using the newly defined QCI for a default bearer is enough, or introducing support for dedicated bearers is needed.

X.2
MBMS for V2X
X.2.1 Delivery of V2x Messages via MBMS
In Scenario 2, V2x messages need to be broadcasted in the vicinity of the originating vehicle UE. The originating vehicle UE sends its V2X messages over the application layer to the V2x server. The messages include information on the vehicle location (long, lat). The vehicle UE may also provide cell-related information.

In a similar but simpler scenario, V2x messages are generated e.g. in the V2x server or in road sensors, and distributed to vehicle UEs. In this case, there is no need to take into account the position of the vehicle UE for the distribution, and the messages can be delivered using MBSFN or SC-PTM (or even unicast if feasible). This latter case seems less challenging.
X.2.1.1 Architecture
For the delivery of V2X messages, the architecture shown below can be used.
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Figure X-1: Architecture for V2x message delivery through MBMS.

X.2.1.2 Signalling Flow
A high-level signaling flow is shown in Figure X-2 below.

· The mapping between TMGIs and V2x services should be known at the vehicle UEs (e. g. by configuration, or by dedicated communication, etc.);

· The V2x server should request and pre-establish the appropriate MBMS bearer(s) to the appropriate eNBs; the MBMS session (MBSFN or SC-PTM) is started in the appropriate area/cell(s);

· The originating vehicle UE sends the V2x messages, including (lat, lon), and possibly cell-related information, to the V2x server over Uu uplink;

· The V2x server determines the target broadcast area considering the positions of the vehicle UEs, possibly taking into account any cell-related information transmitted by the vehicle UEs; 

· V2x traffic is sent to the vehicle UEs in the appropriate area.
[image: image2.wmf]U

E

e

N

B

M

B

M

S

 

G

W

e

B

M

-

S

C

V

2

x

 

S

e

r

v

e

r

V

2

x

 

S

e

r

v

e

r

 

r

e

q

u

e

s

t

s

 

T

M

G

I

s

f

o

r

 

V

2

x

 

s

e

r

v

i

c

e

s

 

i

n

 

c

e

r

t

a

i

n

g

e

o

g

r

a

p

h

i

c

a

l

 

a

r

e

a

s

M

a

i

n

t

a

i

n

 

m

a

p

p

i

n

g

b

e

t

w

e

e

n

 

T

M

G

I

s

a

n

d

 

V

2

x

 

s

e

r

v

i

c

e

s

 

i

n

d

i

f

f

e

r

e

n

t

 

l

o

c

a

t

i

o

n

s

R

e

q

u

e

s

t

 

a

n

d

 

p

r

e

-

e

s

t

a

b

l

i

s

h

m

e

n

t

 

o

f

 

M

B

M

S

 

b

e

a

r

e

r

s

O

b

t

a

i

n

 

T

M

G

I

(

s

)

 

a

s

s

o

c

i

a

t

e

d

t

o

 

s

p

e

c

i

f

i

c

 

V

2

x

 

s

e

r

v

i

c

e

P

r

e

-

e

s

t

a

b

l

i

s

h

e

d

 

b

e

a

r

e

r

s

R

e

a

d

 

M

B

M

S

 

c

o

n

t

r

o

l

i

n

f

o

 

o

f

 

i

n

t

e

r

e

s

t

V

2

x

 

m

e

s

s

a

g

e

(

R

e

f

e

r

e

n

c

e

 

P

o

s

i

t

i

o

n

,

 

H

e

a

d

i

n

g

,

 

S

p

e

e

d

,

 

e

t

c

.

)

D

e

t

e

r

m

i

n

a

t

i

o

n

 

o

f

l

o

c

a

l

 

a

r

e

a

 

c

l

u

s

t

e

r

V

2

x

 

t

r

a

f

f

i

c


Figure X-2: V2x message distribution through pre-established MBMS bearers.
X.2.2
Support of small and variable areas in V2X
In V2V/V2I/V2P service, in most use cases, the V2X message may be broadcast in a small range of areas. Such areas may change due to the movement of the vehicle UE. For example, a vehicle UE may periodically broadcast a message (CAM) including the vehicle dynamic status information (e.g. location, speed and direction information) to its surrounding vehicles while moving, to assist safety operations. It is expected that the surrounding vehicles within 300-500 meters range from the vehicle UE should be able to receive the V2X message. The small and variable areas in V2X could be managed via MBSFN and/or SC-PTM.
X.2.2.1
Issues
In order to support small and variable broadcast areas in V2X, following issues should be investigated:

· Issue 1: How to decide the V2X broadcast area. The assumption is the V2X server can make the decision, e.g. based on the V2X message received from the transmission UE. The broadcast area for a specific V2X message may cover one or more cells.

· Issue 2: How to transmit different V2X messages in different broadcast areas, especially in overlapping areas. Different V2X messages may be broadcasted on the same MBMS bearer in different broadcast areas. When the MBMS Service Areas for V2X broadcast overlap, current MBMS cannot support transmitting different content in the MBMS bearers with same TMGI in those overlapping V2X broadcast areas.
X.2.2.2
Solutions
X.2.2.2.1 Solution for solving issue 1
The V2x server receives the location of the transmitting V2x UE, and taking into account the V2x UE location decides on the most appropriate broadcast area in which to start the MBMS session.
This solution relies on the V2x server implementation, thus its details are out of scope of this TR.
X.2.2.2.2 Solutions for solving issue 2
For solving issue 2, the following two solutions are given: 
X.2.2.2.2.1 Single TMGI based solution
Option 1: Solution with new ID to differentiate the flows with same TMGI
For Uu based V2V as an example, when vehicles upload their V2V message to the V2X server, as the message is expected to be received by the surrounding vehicles within 300-500 meters range of the source vehicle, only one small group of cells (may only include one cell or a list of cells) covering the transmission range needs to broadcast the V2X messages. As shown in Figure X-3, the Cell Group1 only needs to broadcast the information uploaded by the red and green vehicles, Cell Group2 needs to broadcast the information uploaded by the red, green and yellow vehicles, etc.
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Figure X-3: Uu based V2V transmission and Reception
The existing flow id allows the network to provide different data in different areas using same TMGI, but it does not support the overlapping area scenario. 

For V2X, in order to provide different data in overlapping areas using same TMGI, an x id is introduced in this solution, it is provided from the V2X server and forward by the BM-SC, MBMS-GW and MME towards the E-UTRAN together with a list of cells, to identify different data content with the same TMGI, and this applies to both different areas and overlapping areas. 

As shown in Figure below, after establishing multiple MBMS sessions with different x ids of the same TMGI, the V2X server provides the data for each x id to the network, and MBMS-GW sends the corresponding data of different x id bearer to different multicast IP address. Note that the indicated broadcast area for these sessions could be overlapped.
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Figure X-4
Upon receiving multiple MBMS Session Start Requests of the same TMGI but different x id, the eNB joins multiple multicast addresses and get the corresponding data. Note that the eNB needs to distinguish multiple x ids for the same TMGI, combines the data of different x ids, and provides in the Uu interface using the same TMGI.
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 Figure X-5
In this solution, the UEs will only need to listen to the same TMGI in the network for the same V2X service, and the complex TMGI management is avoided.
Option 2: Solution to use non-overlapped MBMS Service Areas
Considering the transmission range for V2X packet is very small, e.g. 320m in freeway scenario (TR 22.885), operator may configure small, non-overlapped MBMS Service Areas for V2X, e.g. a MBMS Service Area only consists of two eNBs. In the related MBMS Service Areas, it is possible to use the same TMGI for a specific type of V2X packets. It is possible to reuse the existing location dependent content transfer for the MBMS user service to distribute the different set of V2X packets in different broadcast areas.
Option 3: User plane enhancement solution
In this solution, the V2X server pre-establishes an MBMS bearer with a specific TMGI for a type of V2X service in a very large MBMS broadcast area. The BM-SC decodes the V2X message and adds the broadcast area information in the SYNC header. For example, the BM-SC decodes the CAM1 and generates the MBMS packet 1 (i.e. SYNC PDU 1) including the CAM 1 received from the transmitting vehicle UE(s), and the V2X broadcast area {cell 1,2,5,6,11,12,13} in the SYCN header, etc., as shown in Figure X-6. Then the BM-SC sends the generated MBMS packets via the pre-established MBMS bearer to its downstream entities (i.e. MBMS GW, eNB). When the MBMS packets arrive at the eNB, the eNB decodes the new SYNC header to know the V2X broadcast area, and decides whether to broadcast MBMS packets or not. This solution impact the BM-SC, the eNB and the SYNC protocol. 
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Figure X-6: Example of user plane enhancement solution
X.2.2.2.2.2 Multiple TMGIs based solution
This solution applies different TMGIs to the MBMS Service Areas when there is overlap, in order to be able to transmit different V2X messages in different overlapped broadcast areas.

X.2.2.2.2.3 Solution evaluation
In order to better understand the pros and cons on the two solutions above, the comparison table is summarized in table X-1.

Table X-1: Comparison table between single TMGI and multiple TMGIs based solutions

	
	Single TMGI based solution
	Multiple TMGIs based solution

	
	Option 1
	Option 2
	Option 3
	

	UE capability requirement
	No new requirement

The number of TMGIs to be received by the UE within a cell is one at a time.
	No new requirement

The number of TMGIs to be received by the UE within a cell is one at a time.
	No new requirement

The number of TMGIs to be received by the UE within a cell is one at a time.
	Medium
Reception of more than one MBMS service in parallel at a time is required. 

	UE’s USD Reception
	Once per local MBMS area

When the UE moves from one cell to another within the same local MBMS area, it does not need to receive the related TMGI list because all cells including a local MBMS area use the same TMGI.
	Once per local MBMS area

When the UE moves from one cell to another within the same local MBMS area, it does not need to receive the related TMGI list because all cells including a local MBMS area use the same TMGI.
	Once per local MBMS area

When the UE moves from one cell to another within the same local MBMS area, it does not need to receive the related TMGI list because all cells including a local MBMS area use the same TMGI.
	Several times
When the UE moves from one cell to another within the same local MBMS area, the new USD needs to be received for the related TMGI. 



	How to support overlapping areas   and the impacts to MCE and eNB 
	MCE impacts: procedure update to support new ID

eNB impacts: 

· procedure update to support new ID 

· eNB shall not reject the session start request if there is an overlap for the flows
	No impacts to eNB and MCE
	No impact to MCE.

eNB impact:      

eNB decodes the new SYNC header to know the V2X broadcast area, and decides whether to broadcast MBMS packets or not.
	No impacts to eNB and MCE

	The amount of signaling for MBMS Session Start procedure
	Proportional to the number of small areas

The different flows of the same TMGI should also be triggered by different session start procedures. 
	Proportional to the number of small areas

The different flows of the same TMGI should also be triggered by different session start procedures. 
	Relatively less amount of signaling required: only one session start procedure is needed in the local area 
	Proportional to the number of small areas

Multiple session start procedures should be triggered for different TMGIs


The selection of a solution depends on network deployment. 
X.2.3
Localized MBMS
In current MBMS system shown in Figure X-1, the BM-SC, MBMS-GW and MME are located in the Core Network. The backhaul delay between the BM-SC and the eNB is non-negligible when calculating the end-to-end delay, especially when MBMS is used to delivery downlink V2X packets in the V2X system. To minimize the latency, it may be necessary to consider the following options: 

· To move the MBMS CN functions (e.g. BM-SC, MBMS-GW) close to the eNB, or even collocated in the eNB.
· To move the User Plane of MBMS CN functions (BM-SC, MBMS-GW) close to the eNB, or even collocated in the eNB.
X.2.3.1 Deployment Options of Localized MBMS based on implementation
In order to minimize V2x latency, different deployment options can be considered. None of the options below seems to have any specification impact.
X.2.3.1.1 Localized V2x Server and MBMS – Co-Located with the eNB
In this case the V2x server, BM-SC, and MBMS GW are all co-located in the eNB. V2x messages are delivered in the cells served by the hosting eNB: this option seems particularly appropriate in conjunction with the distributed MCE architecture, i.e. in case the hosting eNB also includes its own MCE. All UP interfaces are internal, so V2x latency is the minimum possible. This option is shown in Figure X-7 below.
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Figure X-7: Localized V2x server and MBMS, co-located with the eNB.

X.2.3.1.2 Localized V2x Server and MBMS – Not co-Located with the eNB
In this case the V2x Server, BM-SC, and MBMS GW are all co-located, but not in the eNB. This physical node may forward V2x traffic toward several eNBs, and this seems to be an advantage over the previous option. This option is shown in Figure X-8 below.


[image: image8.emf]
Figure X-8: Localized V2x server and MBMS, not co-located with the eNB.
X.2.3.1.3 Issues for Localized MBMS based on implementation
In the options above, operator deploys Localized MBMS including the functions of BM-SC and MBMS-GW in the RAN for V2X service. The non-V2X MBMS service still uses the BM-SC and MBMS-GW in the Core Network. The Localized MBMS has the same functions as the macro BM-SC/MBMS-GW, e.g. service announcement function, session and transmission function, IP multicast distribution, etc, as defined in TS 23.246. 

A UE may connect to multiple BM-SCs for authentication, service announcement, etc. However, this is different to multiple BM-SCs deployment in the current standard, which is used for load balancing purpose (TS 33.246). The current standard does not support the UE to use the local BM-SC for V2X MBMS service, and macro BM-SC for non-V2X MBMS services at the same time. The Service announcement, bootstrapping, MBMS user service registration, etc. uses the BM-SC server resolved by the FQDN. According to TS 23.003, 

·  The service announcement FQDN is defined as "mbmsbs.mnc.mcc.pub.3gppnetwork.org". 

·  The BM-SC server FQDN is defined as mbms.mnc.mcc.3gppnetwork.org.  

These FQDNs are unique per PLMN ID. It is not possible for UE to know both local BM-SC and macro BM-SC via the FQDN, so the UE cannot connect to both local BM-SC and macro BM-SC for service announcement, bootstrapping, MBMS User Service Registration, etc. In addition, the UE or the UICC only stores one set of keys per PLMN. It also has some issues for network sharing. 

·  The RAN operator may not have a PLMN ID, so it is a big challenge for the RAN operator to deploy a LME (e.g. allocate TMGI with PLMN ID).

·  For a Gateway Core Network (GWCN) network sharing, the CN operator may need to open a new interface in order for the Local MBMS EPC to connect to the BSF/HSS for MBMS User Service registration. The CN operator may have less control on e.g. how to map the V2X service QoS to MBMS service QoS, how to set ARP, etc.


The FQDN issue described above may be addressed by the V2X server redirecting the UE to the most appropriate local BM-SC, given that the V2X server is always aware of the UE location. For inter-PLMN cases, if the serving ECGI information is available, the V2x server can also take into account the serving PLMN ID contained in the ECGI when redirecting the UE to the appropriate BM-SC. The change of local BM-SC may add additional delay to the MBMS reception by the UEs. This may impact current SA/CT specifications.
X.2.3.2 Options of Localized User Plane MBMS CN functions
X.2.3.2.1 Localized V2x Server and LME – Co-Located with the eNB
In this case the V2x server, Local MBMS Entity (LME) which includes User Plane of MBMS CN functions (BM-SC and MBMS GW) are all co-located in the eNB. The V2x messages are delivered in the cells served by the hosting eNB. All User Plane interfaces are internal, so V2x latency is the minimum possible. This option is shown in Figure X-9 below.
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Figure X-9: Localized V2x server and UP MBMS CN, co-located with the eNB.

The function split of Control Plane of MBMS CN and the LME, if and how to define an interface between them, as well as pros/cons of this solution, are subject to SA2 discussion.
X.2.3.2.2 Localized V2x Server and LME – Not co-Located with the eNB
In this case the V2x Server, Local MBMS Entity (LME) which includes User Plane of MBMS CN functions (BM-SC and MBMS GW) are all co-located, but not in the eNB. The V2X messages could be delivered in the cells served by several eNBs, and this seems to be an advantage over the previous option. This option is shown in Figure X-10 below.


[image: image10.emf]Local MBMS Entity (LME)

Vehicle 

UE

eNB

Control Plane 

of BM-SC

V2x server

MCE

MME P-GW

Uu

M1

M2

M3

SGi

SG-mb

S-GW

Sm

S11 S5

S1-U

V2x app

Vehicle 

UE V2x App

Uu

Control Plane 

of MBMS GW

MB2-C

MB2-U

Control Plane of MBMS CN


Figure X-10: Localized V2x server and UP MBMS CN, not co-located with the eNB.

The function split of Control Plane of MBMS CN and the LME, if and how to define an interface between them, as well as pros/cons of this solution, are subject to SA2 discussion.
X.2.3.3
V2x Server Deployment Options

All the options presented in the previous sections only present one deployment option for the V2x server. Where to deploy the V2x server (e.g. centralized and/or localized) is out of the scope of this TR.
X.3 Multiple Operator support in V2X
The following scenarios need to be supported for V2X:

· Usage Scenario 1: Only Operator A have eNBs in a specific area. Operator A’s eNB are shared with Operator B for all services including V2X.

Operator A’s eNB indicates the support for Operator B’s PLMN ID in the SIB. 
· Usage Scenario 2: Only Operator A own the dedicated V2X spectrum in a specific area. Operator A’s eNB are shared with Operator B only for V2X service.

The V2X service may be provided via a PLMN ID dedicated for V2X service. 

· Usage Scenario 3: Both Operator A and B have eNBs in a specific area. V2X server distribute the V2X msg to both operators’ network. 

One option is the V2X server connects to both operator’s network, just like a normal service provider providing services to UEs from multiple operators. Or the UE listen to the MBMS of other operator(s). 

----------------End of the Change---------------
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