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Introduction
During RAN3-91bis a new TR36.933 was initiated (see R3-161027) for the study on Context Aware Service Delivery in RAN for LTE. One of the main objectives of the study is related to local caching of service content, as described in the study SID (RP-160633):
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]“How E-UTRAN could support RAN based local cached delivery, local breakout”
This objective seems to find a match in the sole issue that could be so far identified during RAN3 discussions and captured in the study TR. This issue concerns backhaul delays and is described in TR36.933 as follows:

[bookmark: _Toc354565185]“4.1	Issue 1: Backhaul long latency
The issue may arise in cases where the distance between the RAN and the node hosting the application content is long or the number of routers on this route is high. In these cases long transportation latency may be experienced. Consequently certain kinds of service may be impacted significantly due to the long latency. For example, backhaul delay increases the TCP RTT, therefore if TCP is configured in a way that it cannot cope with such delays, TCP throughput can be affected.”

The issue described above point at service degradation due to low performance of the backhaul. The services described in RP-160633 are mainly MBB services such as video content. 
The objective quoted above aims in the direction of resolving the identified issue with a solution consisting of local caching at the RAN and local breakout. 
Therefore the following conclusion should be made before moving to a discussion on how to resolve the issue highlighted as per the study objective quoted:
Conclusion 1: Local caching and breakout may be beneficial in a network deployment where the backhaul performance is degraded to the point of affecting MBB service data delivery such as video.
This contribution discusses how a solution that addresses the issue captured in the TR and the quoted objective can be achieved in a way that it minimises system’s impacts and that allows for the support of main functions supporting UP traffic delivery such as QoS, Charging, Lawful Interception and Mobility.
Analysis of local caching and possible solutions
Local caching of service data content is assumed to reduce traffic delivery delays within the mobile network and to allow for a local breakout function at the RAN.
During RAN3-91bis it was argued and endorsed by RAN3 that a set of principles currently at the basis of UP traffic delivery should continue to be supported. A non-exhaustive list of such principles is presented below:
· UP Mobility
· Lawful Interception
· QoS support 
· Charging
Therefore, the above principles should as much as possible be supported for solutions that envision local caching and local breakout. Indeed, for such scenarios it is plausible to believe that operators would still be able to charge their customers, fulfil regulatory requirements on lawful interception, provide a certain QoS to end users and ensure that content provisioning is continuous when a UE moves.
In order to comply with the principles above and to address the long backhaul latency described in the TR with a solution that is in line with the SID objectives the SIPTO at the Local Network with stand-alone GW solution can be considered (See Figure 1), which is described in section 4.8.3 of TS36.300.



Figure 1: SIPTO at the Local Network with stand-alone GW

SIPTO at the Local Network with stand-alone GW is an architecture that allows for caching and breakout locally to the RAN. At the same time this solution enables to maintain the basic principles mentioned above for UP traffic delivery, namely:
· SIPTO at the Local Network with stand-alone GW enables charging because charging records can be collected at the local S-GW
· SIPTO at the Local Network with stand-alone GW enables LI because this is a function that can be supported by the L/S-GW
· SIPTO at the Local Network with stand-alone GW maintains the current QoS framework because the local S-GW is configured by the MME with bearers following appropriate QoS 
· SIPTO at the Local Network with stand-alone GW allows data session continuity within an area made of eNBs with the same Local Home Network ID. The operator can choose how wide such a local home area would be, therefore ensuring that a UE can move within this area without IP session drops. In other words, the PDN connection for local breakout is maintained across handovers within the same local home area, ensuring session continuity.
With a solution like SIPTO at the Local Network with stand-alone GW local breakout is easily achieved at the local S-GW. Moreover local caching is possible by enabling a local cache at the Gi interface local to the S-GW, see Figure 1.
Moreover, SIPTO at the Local Network with stand-alone GW resolves the problem of long backhaul latency because cached data content is made available locally to the RAN.
Therefore, SIPTO at the Local Network with stand-alone GW provides a solution to the identified issue of long backhaul latency and it fulfils the study objective of enabling local caching and local breakout of service data content.
Conclusion 2: SIPTO at the Local Network with stand-alone GW solves the issue of long backhaul latencies and enables local caching and local breakout of service data content
Analysis of Context Aware RAN Requirements
The SID in RP-160633 also mentions study cases where service awareness at the RAN is foreseen. The reasons for this seem to be to allow cross layer interactions that should lead to an optimised Video content delivery.
It should be noted that SA4 is already working on solutions for Video content delivery as part of the SAND project. Indeed a study was approved for SA4 in SP-160083 that started the work on “Server And Network-assisted Dynamic Adaptive Streaming over HTTP”. Some of the study objectives target the following:

· Streaming enhancements via intelligent caching, processing and delivery optimizations on the server and/or network side, based on feedback from clients on anticipated DASH Segments, accepted alternative DASH Representations and Adaptation Sets, and requested bandwidth.

· Improved adaptation on the client side, based on network/server-side information such as cached Segments, alternative Segment availability, and network throughput/QoS.

Therefore SA4 is already working on solutions that will optimise video content delivery on the basis of a network - application information exchange happening via dedicated video clients. The solution SA4 is working on have a much higher level of maturity because they build on an existing solution such as Dynamic Adaptive Streaming over HTTP (DASH), which tackles already to a good extend the problem of video content delivery adaptation to changing radio conditions. It is believed that SA4 should conduct their study before RAN3 can evaluate possible remaining issues for video content delivery.
Conclusion 3: SA4 is working on solutions that tackle optimised video content delivery via server and network assisted DASH. It is proposed to let SA4 conduct its study before evaluating remaining issues
Conclusions
In this paper an analysis of the issue captured in TR36.933 on long backhaul latencies was carried out in light of the objective to study solutions for local caching and breakout at the RAN. 
The paper provided the following two conclusions on this aspect:

Conclusion 1: Local caching and breakout may be beneficial in a network deployment where the backhaul performance is degraded to the point of affecting MBB service data delivery such as video.
Conclusion 2: SIPTO at the Local Network with stand-alone GW solves the issue of long backhaul latencies and enables local caching and local breakout of service data content

The paper also touched upon the study objective on context aware RAN and noted that advanced work on optimised video content delivery based on communication between the video client and the mobile network is currently carried out within SA4 in the SAND study. The paper therefore presented the following conclusion:
Conclusion 3: SA4 is working on solutions that tackle optimised video content delivery via server and network assisted DASH. It is proposed to let SA4 conduct its study before evaluating remaining issues

It is proposed to agree to the conclusions above and to capture the TP in the following section in TR36.933
Text Proposal
----------------------------------------------Start of Changes----------------------------------------------
5	Solutions
Local caching of service data content is assumed to reduce traffic delivery delays within the mobile network and to allow for a local breakout function at the RAN. Local caching may be beneficial for service content delivery such as video streaming and in cases where the backhaul performance is degraded to the point of affecting the service quality
A set of principles are currently at the basis of UP traffic delivery, some of them are listed below:
· UP Mobility
· Lawful Interception
· QoS support 
· Charging
The above principles should as much as possible be supported for solutions that envision local caching and local breakout. 
In order to comply with the principles above and to address the long backhaul latency described in section 4 with a solution that enables local caching and traffic breakout, the SIPTO at the Local Network with stand-alone GW solution can be considered (See Figure 1), which is described in section 4.8.3 of TS36.300.



Figure 1: SIPTO at the Local Network with stand-alone GW
SIPTO at the Local Network with stand-alone GW is an architecture that allows for caching and breakout locally to the RAN. At the same time this solution enables to maintain the basic principles mentioned above for UP traffic delivery, namely:
· SIPTO at the Local Network with stand-alone GW enables charging because charging records can be collected at the local S-GW
· SIPTO at the Local Network with stand-alone GW enables LI because this is a function that can be supported by the L/S-GW
· SIPTO at the Local Network with stand-alone GW maintains the current QoS framework because the local S-GW is configured by the MME with bearers following appropriate QoS 
· SIPTO at the Local Network with stand-alone GW allows data session continuity within an area made of eNBs with the same Local Home Network ID. The operator can choose how wide such a local home area would be, therefore ensuring that a UE can move within this area without IP session drops. In other words, the PDN connection for local breakout is maintained across handovers within the same local home area, ensuring session continuity.
With a solution like SIPTO at the Local Network with stand-alone GW local breakout is easily achieved at the local S-GW. Moreover local caching is possible by enabling cached content at the Gi interface local to the S-GW, see Figure 1.
Moreover, SIPTO at the Local Network with stand-alone GW resolves the problem of long backhaul latency because cached data content is made available locally to the RAN.
Therefore, SIPTO at the Local Network with stand-alone GW provides a solution to the identified issue of long backhaul latency and it fulfils the study objective of enabling local caching and local breakout of service data content.


----------------------------------------------End of Changes----------------------------------------------
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