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1 Introduction
Network slicing is a network management tool that allows a Mobile Network Operator to efficiently allocate network resources in order to meet the service requirements of a customer or an application. In NextGen CN systems, MNOs will have the ability to configure and manage numerous network slices (perhaps numbered in the hundreds) through a set of configuration and orchestration functions provided by the management plane. In addition, to ensure efficient utilisation of network resources while meeting service performance goals, network slicing solutions will allow independent scalability of network functions and the flexible placement of physical and virtualised functions within the network to enable both centralised and geographically distributed deployments.

The SA1 SMARTER study [3] provides the following guidance with respect to network slices and QoS:
In order to cope with diverse service requirements, it is imperative that intelligent decisions are made at the network such as allocation of resources, scheduling of resources and adapting the network to meet these service requirements …

The network must offer flexible means to adjust QoS and priority treatment and alter its behaviour based on service state. Such adaptive measures can be feasible only if the network can adjust its behaviour to accommodate QoS and priority treatment requirements …

The network also need to support flexible means to make relative priority decisions based on the state of the network (e.g., during disaster events and network congestion) … 

The 3GPP system shall allow flexible means to make and enforce relative priority decisions among the different application services …

The 3GPP system shall be able to support QoS adjustments based on an application needs …

The 3GPP system shall support elasticity of network slice in term of capacity with no impact on the services of this slice or other slices …
The operator shall be able to operate different network slices in parallel with isolation that e.g. prevents data communication in one slice to negatively impact services in other slices …

At the same time, the interface between NR RAN and NextGen CN [2] is intended to meet the following goals:

· allow independent evolution of both RAN and CN;

· be flexible and future proof.

This paper presents a framework for configuring the RAN to provide appropriate treatment to traffic associated with each of the active Core Network slices. 

2 Discussion

Each MNO may create a customised set of network slices to meet their business and service needs. In some instances, a network slice may be pre-configured; in other instances, a network slice may be dynamically commissioned or re-configured to meet traffic demands or to meet changing service requirements.

Observation 1
Network slices may be dynamically commissioned or re-configured to meet traffic demand or may be pre-configured.

In addition to a customised set of network functions, each slice may have a distinct set of performance requirements that must be met to ensure that traffic associated with the slice satisfies those business and service needs. In some business scenarios, radio resources may be dedicated to a particular network slice in order to meet specific business or performance goals. However, in many instances, pre-allocation of radio resources to a network slice ("hard slicing") is not a viable solution for meeting service requirements due to the unpredictable distribution of UEs throughout the service area and the unpredictable demand for a particular service within a given area. In this case, the RAN must rely on scheduling to efficiently multiplex the traffic from multiple UEs in multiple network slices onto the available shared radio resources.

Observation 2
Pre-allocation of radio resources to a network slice ("hard slicing") may be viable in some business scenarios but may not be a viable solution in other scenarios.

Observation 3
Without pre-allocation of radio resources to a network slice, the RAN must rely on scheduling to multiplex UEs operating in different slices onto the available shared radio resources.

To meet network slice performance requirements, the RAN needs two sets of traffic management parameters: per-UE traffic management parameters and per-slice traffic management parameters.
2.1 Per-UE traffic management

Per-UE traffic management parameters are used to ensure that traffic to and from a particular UE meets the terms of the service agreement between the user and the MNO. These parameters may be further classified as:
· per-UE, per-slice traffic management parameters that govern traffic associated with a particular network slice.
· per-UE aggregate traffic management parameters that govern the amalgamated traffic across all slices that a UE may be associated with.

Observation 4
The RAN requires per-UE traffic management parameters to manage per-slice and aggregate UE traffic.

Per-UE traffic management parameters may be pre-configured into the RAN or may be conveyed to the RAN by the CN when a UE is attached to a network slice [4]. Traffic management parameters that are pre-configured into the RAN may be changed by network management procedures that are outside the scope of this document. Traffic management parameters conveyed to the RAN by the CN during UE association with a slice override any parameters that may have been pre-configured into the RAN.
Over the radio link, pre-allocation of radio resources to a network slice may not always be viable due to the unpredictable distribution of UEs throughout the service area and the unpredictable demand for a particular service within a given area. When radio resources are not dedicated to a particular network slice, the RAN must use the per-UE traffic management parameters to govern assignment of radio resources to a UE and to manage the multiplexing of multiple UEs in multiple slices onto a radio interface.

2.2 Application of policies

The application of traffic management parameters is usually sufficient to provide isolation between UEs operating in different slices. However, in any shared medium used for bursty traffic, resource demands may produce temporary conflicts that cannot be resolved through normal scheduling and allocation of resources. When a conflict amongst UE resource requirements is detected, the RAN uses policies associated with the UE and, if necessary, policies associated with the network slice to resolve the conflict. Per-UE priority and pre-emption policies are associated with a particular UE within a particular network slice. If the application of per-UE policies does not resolve the conflict, the RAN uses priority and pre-emption policies associated with a particular slice within the PLMN.
Observation 5
The RAN requires policies to resolve scheduling conflicts within a slice and across slices.

2.3 Control of unscheduled uplink transmissions

Un-scheduled transmissions over an uplink common channel (e.g. a contention-based channel) need to be controlled by the RAN to ensure that performance metrics associated with a network slice can be met. In particular, congestion experienced by traffic in one network slice should not adversely impact other network slices. In some cases, this may require allocation and segregation of common uplink radio resources on a per-slice basis. Configuration of these resources may be tailored to meet the specific requirements of the network slice in terms of maximum latency between transmission opportunities, target probability of collision, collision backoff procedures, etc.
Observation 6
The RAN must be able to segregate and configure common (e.g. contention-based) radio resources used for unscheduled uplink transmission to meet the specific needs of a network slice.

2.4 Congestion control

During periods of congestion, un-scheduled transmissions over an uplink common channel need to be controlled by the RAN to prevent overload on the channel and loss of service to its UEs. Access class barring mechanisms can be enhanced to encompass slice-related information in order to prioritise UE attempts to transmit on such a channel. Per-slice traffic management parameters should include a mapping onto barring parameters (e.g. barring class or category) that may be invoked by the RAN during periods of uplink common channel congestion.
Observation 7
The RAN must be able to apply access barring mechanisms on a per-slice basis and across slices based on the precedence of a slice.

From a RAN perspective, providing the appropriate treatment to traffic associated with a network slice involves:

1. associating traffic to and from a UE with a corresponding network slice [4].
2. identifying the set of traffic management parameters associated with the UE.
3. identifying the set of traffic management parameters associated with the selected slice.
4. ensuring that traffic to and from the UE conforms to both UE-specific per-slice parameters and aggregate slice traffic management parameters.
5. enforcing policies to ensure that traffic associated with one network slice does not unduly impact traffic associated with other slices.

3 Proposal
Based on the following observations:

Observation 1
Network slices may be dynamically commissioned or re-configured to meet traffic demand or may be pre-configured.
Observation 2
Pre-allocation of radio resources to a network slice ("hard slicing") may be viable in some business scenarios but may not be a viable solution in other scenarios.
Observation 3
Without pre-allocation of radio resources to a network slice, the RAN must rely on scheduling to multiplex UEs operating in different slices onto the available shared radio resources.
Observation 4
The RAN requires per-UE traffic management parameters to manage per-slice and aggregate UE traffic.
Observation 5
The RAN requires policies to resolve scheduling conflicts within a slice and across slices.
Observation 6
The RAN must be able to segregate and configure common (e.g. contention-based) radio resources used for unscheduled uplink transmission to meet the specific needs of a network slice.
Observation 7
The RAN must be able to apply access barring mechanisms on a per-slice basis and across slices based on the precedence of a slice.


we propose to capture the following text in TR 38.801 [1]:
START OF CHANGES

8.
Realization of Network Slicing
8.y
RAN configuration of network slices
Each MNO may create a customised set of network slices to meet their business and service needs. In some instances, a network slice may be pre-configured; in other instances, a network slice may be dynamically commissioned or re-configured to meet traffic demands or to meet changing service requirements.

In addition to a customised set of network functions, each slice may have a distinct set of performance requirements that must be met to ensure that traffic associated with the slice satisfies those business and service needs. In some business scenarios, radio resources may be dedicated to a particular network slice in order to meet specific business or performance goals. However, in many instances, pre-allocation of radio resources to a network slice ("hard slicing") is not a viable solution for meeting service requirements due to the unpredictable distribution of UEs throughout the service area and the unpredictable demand for a particular service within a given area. In this case, the RAN must rely on scheduling to efficiently multiplex the traffic from multiple UEs in multiple slices onto the available shared radio resources.
From a RAN perspective, providing the appropriate treatment to traffic associated with a network slice involves:

6. associating traffic to and from a UE with a corresponding network slice.

7. identifying the set of traffic management parameters associated with the UE.
8. identifying the set of traffic management parameters associated with the selected slice.

9. ensuring that traffic to and from the UE conforms to both UE-specific per-slice parameters and aggregate slice traffic management parameters.

10. enforcing policies to ensure that traffic associated with one network slice does not unduly impact traffic associated with other slices.

To accomplish this, the RAN needs two sets of traffic management parameters: per-UE traffic management parameters and per-slice traffic management parameters.
8.y.1
Per-UE traffic management

Per-UE traffic management parameters are used to ensure that traffic to and from a particular UE meets the terms of the service agreement between the user and the MNO. These parameters may be further classified as:

· per-UE, per-slice traffic management parameters that govern traffic associated with a particular network slice.

· per-UE aggregate traffic management parameters that govern the amalgamated traffic across all slices that a UE may be associated with.

Per-UE traffic management parameters may be pre-configured into the RAN or may be conveyed to the RAN by the CN when a UE is associated with a network slice. Traffic management parameters that are pre-configured into the RAN may be changed by network management procedures that are outside the scope of this document.
Traffic management parameters conveyed to the RAN by the CN during UE association with a slice override any parameters that may have been pre-configured into the RAN.

Over the radio link, pre-allocation of radio resources to a network slice may not always be viable due to the unpredictable distribution of UEs throughout the service area and the unpredictable demand for a particular service within a given area. When radio resources are not dedicated to a particular network slice, the RAN must use the per-UE traffic management parameters to govern assignment of radio resources to a UE and to manage the multiplexing of multiple UEs in multiple slices onto a radio interface.

8.y.2
Application of policies
The application of traffic management parameters is usually sufficient to provide isolation between UEs operating in different slices. However, in any shared medium used for bursty traffic, resource demands may produce temporary conflicts that cannot be resolved through normal scheduling and allocation of resources. When a conflict amongst UE resource requirements is detected, the RAN uses policies associated with the UE and, if necessary, policies associated with the network slice to resolve the conflict.

Per-UE priority and pre-emption policies are associated with a particular UE within a particular network slice. If the application of per-UE policies does not resolve the conflict, the RAN uses priority and pre-emption policies associated with a particular slice within the PLMN.

8.y.3
Control of unscheduled uplink transmissions

Un-scheduled transmissions over an uplink common channel (e.g. a contention-based channel) need to be controlled by the RAN to ensure that performance metrics associated with a network slice can be met. In particular, congestion experienced by traffic in one network slice should not adversely impact other network slices. In some cases, this may require allocation and segregation of common uplink radio resources on a per-slice basis. Configuration of these resources may be tailored to meet the specific requirements of the network slice in terms of maximum latency between transmission opportunities, target probability of collision, collision backoff procedures, etc.
8.y.4
Congestion control

During periods of congestion, un-scheduled transmissions over an uplink common channel need to be controlled by the RAN to prevent overload on the channel and loss of service to its UEs. Access class barring mechanisms can be enhanced to encompass slice-related information in order to prioritise UE attempts to transmit on such a channel. Per-slice traffic management parameters should include a mapping onto barring parameters (e.g. barring class or category) that may be invoked by the RAN during periods of uplink common channel congestion.

END OF CHANGES
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