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1 Introduction
During RAN#71, a study item (SI) [1] on New Radio (NR) Access Technology was approved.
One objective of the SI is to aim at a single technical framework that supports all identified usage scenarios, requirements and deployment scenarios including enhance Mobile BroadBand (eMBB), massive Machine-Type Communications (mMTC) and Ultra-Reliable and Low Lantecy Communications (URLLC).

The SI assumes that work will use a phased approach whereby Phase II specifications should build on the outcome of Phase I. Work related to Phase I should thus be forward looking. Phase II shall meet all requirements for NR.
For RAN2, work is expected on progressing the design of the radio interface protocols and procedures as well as aspects related to the RAN architecture. In particular, the SI description (SID) lists the study of different options for “fronthauling-based” protocol split between a central unit (CU) and a remote unit (RU), the interfacing with the Core Network (CN), the impact of network slicing as well as other aspects such as the evolution of QoS concepts, SON and support for Sidelink for D2D.
More specifically for RAN2 and RAN3, the feasibility of different options for splitting the architecture into a “central unit” and a “distributed unit” shall be studied. This includes potential interfaces and other required functional interactions between these nodes as well as the possible impacts on the radio interface protocols.

The SID further mentions that support for tight interworking with LTE as well as standalone NR operation should be studied. Finally, NR should support efficient multiplexing of traffic for different services and use cases on the same contiguous block of spectrum.
TR 38.913 [2] includes a number of requirements. Latency requirements for the control plane “power efficient state” to “active transfer state” transition is set to 10ms. It is further stated that the user plane latency should consider delay for resource allocation, a likelihood of HARQ retransmission and a fronthauling delay of up to 250µs to allow for procotol split across central and remote radio access nodes – except for URLLC for which those may be assumed to be (close to) zero. Latency requirements for the user plane have thus been set as follow:
· URLLC: 0.5ms in the uplink and in the downlink respectively with no specific reliability criteria;

· eMBB: 4ms in the uplink and downlink;

TR 38.913 further states that interworking using at least dual connectivity between LTE and NR should be supported for collocated and non-collocated site deployments for mobility and aggregation of data flows. Separation of control and user planes should be enabled as wellas flexible splitting of L2 processing across central and remote access nodes.

This contribution further discusses fronthauling and different architecture options for protocol splitting.
2 Fronthauling with NR Access
Fronthauling relates to characterization of the transport path and its associated processing as applied to control plane SDUs (i.e. RRC) and user plane SDUs (i.e. IP packets) in terms of throughput, latency and jitter when a connection between a centralized unit (CU) and a remote unit (RU) is used in a deployment. This connection may be an implementation-based interface or a specified interface. Such interface may be carrying PDUs associated to a specific protocol layer (e.g. PDCP, RLC, MAC) or digital samples to be transmitted over the air at a RU.
The discussion about fronthauling thus comes from 1) a desire to centralize in a CU at least part of the processing for the CP and UP functions (e.g. at least RRC and PDCP) and 2) the need to maintain at least some parts of those functions in a RU (e.g. at least PHY and RF).

This section further discusses protocol split, architecture and associated impacts.
2.1 Possible Motivations for Flexible Protocol Split 

Centralization of RAN functions has potential for some benefits such as reduced cost, improved scalability, more efficient inter-cell coordination for interference management as well as improved mobility in ultra-dense deployments.

In legacy LTE systems there is no 3GPP requirement for fronthaul, so operators resort to implementation based on BBU and RRU modules with a CPRI interface. The bandwidth requirement on the CPRI interface is proportional to the number of antenna ports and system bandwidth. However for NR, support for features such as URLLC, eMBB with ultra-dense deployment, massive MIMO and much wider bandwidths puts further challenges on the fronthaul interface in terms of latency, jitter and bandwidth.
A flexible RAN architecture has been discussed as a possible enabler for further benefits and may be required to take advantage of the strengths of a centralized architecture and at the same time utilize available and/or affordable transport solutions.
Observation 1: 
Support for flexible functional split between CU and RU may allow for tradeoff between centralization gain and relaxed fronthaul requirement.
2.2 Possible Architecture-related Requirements 
2.2.1 Deployment Flexibility
Different functional splits options may be considered to accommodate various fronthaul profiles (i.e. fronthaul capabilities) in terms of jitter, latency, bandwidth etc.
Option 1: 
No visible split (e.g. none specified). Integrated RU and CU, e.g. LTE eNB model. It remains possible to realize an implementation-based split.
Option 2: 
One functional split. This option may define a specific requirement for fronthaul profile.
Option 3: 
Two possible splits (one for ideal backhaul/fronthaul profile and another for all the other fronthaul profiles)

Option 4: 
‘n’ possible splits to accommodate ‘n’ common backhaul/fronthaul profiles.

To accommodate the case of LTE interworking, distinction in the functional split may be further based on the type of interface between LTE eNB and NR:
Option A: 
Ideal interface between LTE eNB and NR; for example CU and LTE eNB may be collocated. 
Option B: 
Non-ideal interface between LTE eNB and NR; for example CU may be placed in a separate node.  Additional functional split and/or interface between CU and LTE eNB may be defined.
Both options A and B may be transparent from a RU point of view, i.e. CU-RU interface may be same for tight integration with LTE and standalone model. Given the number of different deployments possible (known and unknown) and the fact that there is no protocol stack defined for NR yet, it is challenging to determine the set of appropritate options to pursue at this point.
Observation 2: 
There is a tradeoff between the flexibility/number of options supported and the complexity.
2.2.2 Reconfiguration Dynamicity
When or how often the functional split can be reconfigured would have to be discussed if different options for a protocol split would be supported.
Fixed: The RAN architecture would enable operators with different backhaul/fronthaul capabilities (e.g. latency, bandwidth, secure vs insecure etc) to centralize one or more RAN functions. The functional split is fixed for a given deployment or fixed for a CU-RU pair and may dependent on the fronthaul capabilities.

Dynamic: RAN architecture would enable dynamic reconfiguration of RAN functions between a CU-RU pair e.g. based on transport network load, processing load, requirements of the bearer/service etc.  This could be advantageous in certain deployments to adapt to the available resources. With this option, a given RAN function may be performed by CU or RU or both. A reconfiguration of the functional allocation may happen anytime e.g. during DRB setup, mobility etc.
We note here that the impact of a dynamic functional split on the protocol stack should be minimum if the bearer reconfigurations are carried out using normal messages; the decisions to reconfigure remains would be handled by the implementation.
Observation 3: 
Dynamic reconfiguration of functional may be possible for the purpose of adapting to the hardware resources available and could be supported without any expected design impact to the protocol stack but complexity tradeoffs would need to be weighted carefully.
2.2.3 Applicable Granularity
The functional split between CU and RU may be defined at various granularity:      

CU granularity: 
The functional split is fixed for all CU-RU connections from a given CU. It may be possible to configure two CUs with different functional splits. All the UEs served by a CU may be configured with the same functional split.

RU granularity:
The functional split is determined independently for each CU-RU connection. It may be possible to configure two CU-RU connections with different functional splits for a given CU. All the UEs served by a RU may be configured with the same functional split. 

UE granularity:
The functional split is configured per UE basis. It may be possible to configure two UEs erved by the same RU with a different functional split. 
Bearer/flow granularity:  The functional split could be configured on a per bearer/flow basis. It may be possible to configure a UE with two bearers with different functional splits. For example, a URLLC flow may be configured with a functional split such that RAN functions are placed closer to RU to avoid additional transport latency incurred with CU processing. 
Observation 4: 
Various options for CU-RU split are possible but complexity tradeoffs should be weighted carefully.
2.3 Possible Protocol Architecture and Splitting Options 

The figure below shows the possible architecture splits that are possible between a central unit and a remote unit. Because of the nature of the URLLC traffic and the latency of the fronthaul, those possible splitting options are in practice not applicable to URLLC with a non-ideal interface. For convenience here we have used the existing LTE stack as a baseline since the NR protocol stack is yet to be defined. While we anticipate that the protocol stack for NR may be different than LTE, we observe that NR may possibly have different number of options for functional split.
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Option A (RRC, PDCP in centralized Unit) – DC-like
L1 and Time critical L2 functions are placed in the NR-RU. In case of standalone deployment RRC and PDCP are placed in NR-CU. This option for user plane handling would be similar to a dual connectivity SCell, and could use flow control like is used for dual connectivity.  

For tight integration with LTE, following options exist:


Option A1: RRC and PDCP are located in the LTE eNB (similar to LTE dual connectivity)
Option A2: Master RRC at LTE eNB and Secondary RRC and PDCP at NR-CU.    

Pros: Relaxed fronthaul requirement, removes the need for data forwarding, and RAN security context is maintained when UE moves from one NR-RU to another. 
Cons: Limited centralization gains, limited support for advanced coordination schemes such as CoMP, etc.
Option B (RRC, PDCP, RLC in centralized Unit)
Pros: Same as option A, plus a slight increase centralization gains, some UE-related context may persist (e.g. if NR supports RLC) when UE moves from one NR-RU to another.
Cons: In addition to cons for OptionA, Option B suffers from reduced efficiency as segmentation is not radio aware. Care must be thus be taken in designing the NR protocol stack and as a guideline, RAN2 should ensure that segmentation is performed as close to the radio as possible. 
Option C (RRC, PDCP, RLC, MAC in centralized unit)
We note that this option is very similar to UMTS dedicated channel handling which had scheduling in the RNC, and a receive window in the Node B to minimize latency, but was useful for soft handover (multiple cells sending out the same data at the same time).
Pros: In addition to option B, additional gains due to centralized scheduling and interference management.
Cons: Increased overhead in the fronthaul to carry control information for NR-RU.

Option D (Everything except RF in centralized unit) – RRH-like
This option is basically a scenario where a CPRI like interface (with the need to be ultra-low latency) is used to implement the fronthaul for the remote radio heads.

Pros: Complete centralization gain, including gains from CoMP.
Cons: Stringent fronthaul requirements, particulary with increased number of antenna ports and large bandwidths.
Also note that there are related options (Option B and Option C) with split MAC functionality, which was something we saw in UMTS, or options with a split PHY (Option D) or a split RLC (Option A).  
Observation 5: 
Fronthaul requirement increases with the potential centralization gain as the functional split approaches the radio.
Observation 6:
LTE already supports a variant of Option A with Dual-Connectivity. Other options including Option D with the CPRI can be supported with non-3GPP interface.
Observation 7:
Most if not all split options may be realized based on network implementation, possibly with some tradeoffs in radio performance and/or service delively for eMBB in case of a non-ideal interface. Split options with non-ideal interface will not meet requirements for URLLC.
2.4 Possible Impacts to Air Interface Protocols 

Because of the non-ideal interface, different split point may have impacts to various parts of the air interface protocol. The following is a non-exhaustive list of functionality that would be impacted by a non-ideal interface.
HARQ

The HARQ RTT has a significant impact on the air interface protocol design as it dictates not only the average latency over the air but also the number of HARQ processes (and thus hardware memory) required.  Splitting the HARQ entity from the PHY with delays on the fronthaul in the order of 250µs adds close to 0.5ms of latency to the HARQ RTT budget.  

Timing advance

Timing advance is essential for OFDM-based waveforms. The impact of having a fronthaul between the measurement (e.g. at the PHY) and where the RAR is generated (e.g. MAC) depends largely on the amount of jitter on the fronthaul. The accuracy of the timing advance becomes limited by the amount of jitter on the fronthaul. Thus as a general guideline L1/L2 design, the timing advance would need to be carried out close to physical layer. This may also be taken into account in the waveform/numerology design for NR.  
Link Adaptation and Channel-Dependent Scheduling
The CSI is used for efficient scheduling and general utilization of the radio resources by adapting the transmission to the radio conditions. The effectiveness of channel-aware scheduling can only be as good as the accuracy of the CSI itself. Delays in the CSI feedback may make some scheduling strategies no longer possible, especially at higher frequencies/faster speed.

Scheduling latency

The scheduling latency comprises of the time between the UE sends the SR on the UL and the UE receives the associated Grant. Scheduling latency may be affected if the scheduler is located behind the fronthaul.  Again the added latency may not be significant for eMBB services but clearly unacceptable for URLLC services for non-ideal interface, as mentioned above.
Segmentation/Concatenation

The purpose segmentation/concatenation is to create transport blocks that are of the appropriate size for the radio conditions. A design guideline for L1/L2 design would be to locate this function close to the scheduler, and for better efficiency it should also be close to where the radio measurements are available.
Observation 8: 
Fronthauling split considerations can lead to guidelines for L1/L2 design for NR.
2.5 Other Possible Impacts 
While interfaces for standards functions in the protocol stack can be standardized, it is not so much the case for other functions that are vendor-specific. Indeed some implementation-specific network functions may rely on parameters that would need to be made available on the standard interface in order to be used. The potential CU-RU interface should be flexible enough to allow vendor-specific implementations that allow for efficient resource management.

Examples of RAN3-related impact include for example:

Call Admission Control

In all of these architectures with a central unit and a remote unit, the central unit will have basic call control over the UEs in reach of the remote radios that have some logical connection. Thus to admit users into those remote unit radios (or move them to other remote unit radios) it requires that the central unit have some detailed information about the load on those remote units at the current time. This was one of the struggles in UMTS with CAC in the RNC and the radio in the Node B. There is a delicate balance between having enough vendor-independent information and the accuracy of that CAC. 

Centralized scheduling

Having centralized scheduling can provide benefit particularly for interference management and when coordinated transmission in multiple cells (like soft handover in UMTS, or CoMP in LTE), however this requires the central node to have an even better understanding of the state of the remote unit radio than even for CAC.

It also requires either very low latency/jitter fronthaul or sufficiently tight coordination of timing and reception of user plane data (one solution is the window mechanism used on the UP in UMTS), but this can be challenging particularly in lower latency use cases.

Observation 9: 
Functional split across a CU-RU interface may impact many network functions.
3 Conclusion

As outlined in the discussion, fronthaul split may have some benefits for eMBB but it is unlikely applicable to URLLC with a non-ideal interface. Some guidelines for the design of L1/L2 interface can be further considered with a functional splitting in mind. For example, user plane data segmentation should be performed as close as possible to the physical layer processing. There could also be more impacts that have not been identified at this point and that could emerge as work progresses.

In this contribution we have made the following observations:

Observation 1: 
Support for flexible functional split between CU and RU may allow for tradeoff between centralization gain and relaxed fronthaul requirement.

Observation 2: 
There is a tradeoff between the flexibility/number of options supported and the complexity.
Observation 3: 
Dynamic reconfiguration of functional may be possible for the purpose of adapting to the hardware resources available and could be supported without any expected design impact to the protocol stack but complexity tradeoffs would need to be weighted carefully.
Observation 4: 
Various options for CU-RU split are possible but complexity tradeoffs should be weighted carefully.
Observation 5: 
Fronthaul requirement increases with the potential centralization gain as the functional split approaches the radio.

Observation 6:
LTE already supports a variant of Option A with Dual-Connectivity. Other options including Option D with the CPRI can be supported with non-3GPP interface.
Observation 7:
Most if not all split options may be realized based on network implementation, possibly with some tradeoffs in radio performance and/or service delively for eMBB in case of a non-ideal interface. Split options with non-ideal interface will not meet requirements for URLLC.

Observation 8: 
Fronthauling split considerations can lead to guidelines for L1/L2 design for NR.
Observation 9: 
Functional split across a CU-RU interface may impact many network functions.
The level of details that would be required to specify a CU-RU interface that would support a flexible user plane protocol split would have to be at least be sufficiently specific (e.g. stage-2 like) such as RAN1/RAN2 can take it into account in their design. However more detailed and complex specifications for the CU-RU interface (e.g. stage-3 like) would be required to fully support inter-operability.

In general, our view is that the work on NR should use the single logical node (e.g. the LTE eNB model) as a baseline; further work would be necessary in RAN3 and/or in RAN2 only if:

· There is at least one fronthauling split option that is required based on clear motivations;

AND if at least one of the two following is applicable:

· There is at least one issue arising from fronthauling that cannot be addressed by RAN implementation means; or

· Inter-vendor interoperability is required between a logical central unit (CU) and a logical remote unit (RU) for at least one option independently of the characteristics of the interface.
Proposal: 
Specification work to support a flexible fronthaul split should only be considered in case inter-vendor interoperability is required between CU-RU for NR.
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