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1 Introduction
The study item proposal (Study on Context Aware Service Delivery in RAN for LTE) [1] has been approved at RAN Plenary #71.

The objective of the study item is to:

 -
Study and if possible identify the use cases and requirements for Context Aware Service Delivery
-
For more efficient use of resources and better user experience (e.g., saving battery life, shorter E2E delay, and etc);

-
Study and analyse the potential impact to architecture, protocol, and signalling to support Context Aware Service Delivery in E-UTRA 
-
How E-UTRAN could acquire service specific information;
-
How E-UTRAN could support RAN optimizations based on context awareness.

This contribution discusses some considerations of use cases for RAN optimizations based on context awareness.

2 Discussion
Operators are facing more and more challenges in providing mobile broadband services due to high-data rate and low latency requirements and also due to the following constraints:

· Isolated design of the radio network, e.g. radio resource scheduling based on varying radio channel and the applications, e.g. adjustments of video coding rate
· Mismatch between fast radio channel variation and information and relatively slow application adjustments. 

Therefore, the application is not capable to adapt fast enough to the varying radio conditions, leading to inefficient radio resource usage and sub-optimal user experience. It is proposed that coordination between the radio network and the application could be enabled to achieve more efficient use of resources and better user experience. Moreover, if application servers were deployed closer to the RAN edge, more real-time coordination could be enabled. The potential use cases for optimization are as follows:
2.1 Use Case 1: RAN Scheduling Optimization for User Request 
For a video streaming service, if UE suddenly requests for some not yet buffered video segments by dragging a play scroll bar, most probably video stalling may happen as RAN side radio scheduling is based on the relatively static QoS of radio bearer and the radio channel conditions. Without additional radio resource re-scheduling from eNB, the video streaming service would be interrupted. 
It is helpful to support fast resource assignment by application request. Therefore,
Proposal 1: RAN3 is kindly asked to consider RAN Scheduling Optimization for video type application.
2.2 Use Case 2: RAN Scheduling Optimization for Application Acceleration
For a video streaming service, the video playout buffer may run out if the video playing speed becomes faster than download speed. Consequently, video stalling tends to happen and lead to the degradation of user experience.

Therefore, it is beneficial to allow the application to request for more radio resources, so as to guarantee consistent user experience.
Proposal 2: E-UTRAN should be able to be informed about application acceleration request, e.g. by parameter of video playout buffer, and adapt its scheduling priority accordingly
2.3 Use Case 3: Optimization for video delivery
Video streaming, e.g.; Dynamic Adaptive Streaming over HTTP, via wireless network has gained its popularity among different users in recent years. In video services, clients could choose the optimum segments based on estimated bandwidth. Existing bandwidth estimation algorithms predict bandwidth with throughput in client-side. However, these methods would be less sensitive to the variations in wireless network parameters, e.g. radio channel, network congestion, since there is the mismatch between millisecond level radio variation and much slower video application adjustments. Therefore, it is helpful to expose radio variations to the video server. 

Proposal 3: E-UTRAN should consider video service delivery based on radio condition variation, such as the available UE bandwidth information.
2.4 Use Case 4: Optimization for TCP flow control
More than half of the mobile applications are based on the TCP protocol. However, the TCP flow control (i.e. the adjustments of congestion window) may not be able to adapt fast enough to rapidly-varying conditions in radio access network. 

· TCP slow start always starts its TCP window from a low initial value, which leads to suboptimal transmission of the application. 

· TCP congestion avoidance significantly reduces TCP window in case of packet loss. Nevertheless, as available radio capacity can vary by an order of magnitude within seconds, slow tuning of TCP window leads to suboptimal transmission due to successive decrease of the sending rate below the available bandwidth. This would also lead to increasing the time of the application download.
· If the TCP application server is aware of RAN congestion and available UE bandwidth information, the server can dynamically adjust the TCP window. Therefore,
Proposal4: E-UTRAN should inform the TCP application server of radio condition information, such as the RAN congestion information and the available UE bandwidth information, to better support the TCP window adaptation.

2.5 Use Case 5: Optimization for Retransmission

When UE successfully received a TCP data packet, it would send MAC, RLC and TCP ACKs to eNB. In case UL radio channel is not stable, the MAC, RLC ACKs may be successfully acknowledged by HARQ process of MAC or ARQ process of RLC, but TCP ACK is lost. As the TCP server is not aware that the TCP packet is successfully received by the UE, upon TCP retransmission timer expiry, the TCP server misjudges the packet as lost and starts retransmission process. The would lead to:

· Transmission window reduction

· Duplicate transmission of already received TCP packet 

Therefore, 
Proposal 5: RAN3 is kindly asked to discuss solution to avoid retransmission of already received TCP packet.
3 Conclusion
This contribution discusses some use cases for RAN optimizations based on context awareness and concludes with:
Proposal 1: RAN3 is kindly asked to consider RAN Scheduling Optimization for video type application.

Proposal 2: E-UTRAN should be able to be informed about application acceleration request, e.g. by parameter of video playout buffer, and adapt its scheduling priority accordingly

Proposal 3: E-UTRAN should consider video service delivery based on radio condition variation, such as the available UE bandwidth information.
Proposal4: E-UTRAN should inform the TCP application server of radio condition information, such as the RAN congestion information and the available UE bandwidth information, to better support the TCP window adaptation.
Proposal 5: RAN3 is kindly asked to discuss solution to avoid retransmission of already received TCP packet.
This contribution also proposes to capture the following TP in the TR36933.
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X
Use case for video optimization 

X.1
Issue 1
For a video streaming service, if UE suddenly requests for some not yet buffered video segments by dragging a play scroll bar, most probably video stalling may happen as RAN side radio scheduling is based on the relatively static QoS of radio bearer and the radio channel conditions.

X.2
Issue 2
For a video streaming service, the video playout buffer may run out if the video playing speed becomes faster than download speed. Consequently, video stalling tends to happen and lead to the degradation of user experience.

X.3
Issue 3
In video services, clients could choose the optimum segments based on estimated bandwidth. Existing bandwidth estimation algorithms predict bandwidth with throughput in client-side. However, these methods would be less sensitive to the variations in wireless network parameters, e.g. radio channel, network congestion, since there is the mismatch between millisecond level radio variation and much slower video application adjustments.
Y
Use case for TCP optimization 

Y.1
Issue 1
TCP flow control (i.e. the adjustments of congestion window) may not be able to adapt fast enough to rapidly-varying conditions in radio access network. 

· TCP slow start always starts its TCP window from a low initial value, which leads to suboptimal transmission of the application. 

· TCP congestion avoidance significantly reduces TCP window in case of packet loss. Nevertheless, as available radio capacity can vary by an order of magnitude within seconds, slow tuning of TCP window leads to suboptimal transmission due to successive decrease of the sending rate below the available bandwidth. This would also lead to increasing the time of the application download.

If the TCP application server is aware of RAN congestion and available UE bandwidth information, the server can dynamically adjust the TCP window.

Y.2
Issue 2
When UE successfully received a TCP data packet, it would send MAC, RLC and TCP ACKs to eNB. In case UL radio channel is not stable, the MAC, RLC ACKs may be successfully acknowledged by HARQ process of MAC or ARQ process of RLC, but TCP ACK is lost. As the TCP server is not aware that the TCP packet is successfully received by the UE, upon TCP retransmission timer expiry, the TCP server misjudges the packet as lost and starts retransmission process. The would lead to:

· Transmission window reduction

· Duplicate transmission of already received TCP packet 
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