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1 Introduction

A new study item “Study on Context Aware Service Delivery in RAN for LTE” was approved in RAN #71 meeting [1]. The objective of the SID [2] is to
-
Study and if possible identify the use cases and requirements for Context Aware Service Delivery
-
For more efficient use of resources and better user experience (e.g., saving battery life, shorter E2E delay, and etc);

-
Study and analyse the potential impact to architecture, protocol, and signalling to support Context Aware Service Delivery in E-UTRA 
-
How E-UTRAN could acquire service specific information;
-
How E-UTRAN could support RAN based local cached delivery, local breakout;

-
How E-UTRAN could support RAN optimizations based on context awareness.

This contribution provides some considerations from operator point of view on the use cases and requirements for the RAN based local cache and local breakout.
2 Discussion 
Operators are facing more and more challenges in providing mobile broadband services due to high-data rate and low latency requirements and also due to network backhaul link constraint:

· Long E2E delay to deliver mobile content due to e.g. multi-hop data forwarding may constitute a problem in some transport network conditions.
· High Service load in the backhaul and CN (e.g., PDN GW and SGW) due to centralized node deployment.

Most of the mobile internet services, for instance webpage, picture, video and documents can be locally cached at RAN (e.g., in or near eNB) and delivered to UE. Moreover, web based streaming video and Apps are expected to take majority of 4G/5G bandwidth. Users visiting these services have presented some new characteristics: a large number of users view only a small portion of the content on internet and during a period of time, a large number of concurrent users in the geographical area repeatedly access the same popular content. These characteristics inevitably impose high pressure on the backhaul/backbone network. Thus, it is worthwhile to study the RAN-based local cache to improve the user experience and save the bandwidth for both core and backhaul networks.
Observation 1: RAN based local cache is able to improve the user experience and save the bandwidth for both core and backhaul networks.

SIPTO [3] (Selected IP Traffic Offload) has been studied in SA2 to introduce local breakout solution. However, as SIPTO GW needs to maintain connection with CN GW, which still has significant impact on the backhaul. SIPTO solution does not reduce the volume of signalling to the core network. Thus, SIPTO solution does not meet operators requirement of saving bandwidth for both core and backhaul networks. Moreover SIPTO relies on APNs configured in UE to route IP traffic to L-PGW or PGW. Unfortunately that for some terminals, configuring multiple APNs simultaneously is not easily supported. And moreover, it is not easy to configure dedicated APN for specific IP service.
Observation 2: It is difficult for SIPTO to meet the requirement of flexible and efficient local IP traffic breakout. It is necessary to study RAN based local breakout to resolve the above issues.
RAN based context aware service delivery node deployed on or near base station provides a highly distributed edge environment that can be used to deploy applications and services as well as to store and process content in close proximity to mobile users. It does not only offers improved Quality of Service (QoS) to consumer and enterprise users, but also reduces the volume of signaling and data traffic offloaded to the core network and could also reduce OPEX for the mobile operators, compared to hosting in the core. 
2.1 Use cases for local caching/breakout
Local cache and local breakout are two typical use cases of RAN based local cached delivery.
Use case 1: Local transparent caching
A typical local caching scenario is shown in Figure 1: UE client sends a content request to the internet service provider. Local cache checks if is available and as it is not, the local cache acts as a transparent proxy and fetches the content from the service provider. Then local cache sends the fetched content to UE and meanwhile keeps the segment and serves the subsequent request from other UEs directly. Such operations enable low-latency and high-throughput distribution of popular content. Local transparent caching can be applied to the following two usage scenarios, 
· High user experience demanding scenario: RAN based local cache can be deployed in typical areas, such as key business district, new service experiencing hall, university campus, high grade office buildings, etc., to reduce the E2E delay and improve the user experience.
· Transport network limited scenario: operator may face a scenario that some areas normally accommodate only few end users at ordinary times but the number of end users increases significantly at a certain time due to some events, such as summit or festival. Usually, this scenario lacks of transport network resources, service provision can be guaranteed in a cost effective way by deploying RAN based local cache. 
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Figure 1 Use case of local transparent caching

Use case 2: Local IP breakout
A typical local breakout scenario is shown in Figure 2. After UE has attached to the network and acquired IP address from CN, UE initiates an IP request from an application. E-UTRAN is able to recognize IP traffic characteristics (e.g. IP five-tuples) or UE identity, and based on that, E-UTRAN decides to establish IP connection with a local data server rather than CN. During this process, no extra configuration may be required for UE.
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Figure 2 Use case of local IP breakout
Local IP breakout can be applied to the following example of usage scenarios,
· Scenario1: In some densely populated area, such as campus or shopping mall, it is beneficial to deploy a local data center close to E-UTRAN to improve user QoE. College students may tend to access similar content (e.g. Smartphone applications, books, movies, music, HTTP webpages) since they usually share similar interests. For customers in shopping malls, due to highly overlapped targets they tend to request for similar information, for example, the description of products for sale. In addition, the number of concurrent users might be relatively large. Therefore, it is helpful to reduce round-trip latency and improve the number of simultaneous access in the case of hosting content on edge. 
· Scenario2: For some Small and Media Enterprises (SME), it is relatively expensive to deploy and maintain a local WLAN network for working purpose. Instead, operators can provide wireless access for SME by taking advantage of LTE infrastructure. Some typical enterprise applications (e.g. OA, email) can be deployed in a dedicated local/remote IP network, so that employees can reach them without signalling with operator’s core network. 
2.2 Functional requirement
The RAN-based local cache/breakout solution should be designed to fulfil the following common requirements:
· The solution should be able to reduce the backhaul and /or backbone transit cost.
· The solution should be able to support the context aware service delivery regardless of the subscriber’s mobility. 
In addition to the common requirement, some specific requirements for RAN-based local/breakout also need to be satisfied. 
For RAN-based local cache, 
· The solution should be able to detect cacheable content and to store the content in the RAN-based local cache 
· The solution should be able to allow UE to assist eNB accelerate the content delivery path selection without involving complicated DPI process
· The solution should be able to deliver the cached contents from the local cache to the subscriber transparently to both the subscriber and service provider
And for RAN-based local breakout,
· The solution should recognize service and UE specific information, such as IP five-tuples, UE identity and etc.

· The solution should support local breakout for a specific IP flow based on the acquired information above.

· Extra configuration on UE should be minimized

2.3 Deployment requirement
For reasons of performance, costs, scalability, mobility and operator preferred location, etc., different deployment locations of RAN based context aware service delivery entity need to be supported,
· deployment at radio base station (eNB) or near eNB, as location 1 in Figure 3
· deployment at the aggregation site, as location 2 in Figure 3
Since normally content delivery functions such as content caching nodes are located after the termination of the 3GPP user plane protocol stack, moving down the content delivery node within the RAN may require standardization to ensure the deployment of interoperable solutions, as access to the end-user IP flows prior to the PGW node is not currently supported by 3GPP defined mechanisms. Standardization to ensure user mobility and service continuity should also be addressed.
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Figure 3 Deployment locations of RAN based context aware service delivery entity
Proposal 1: Deployment of the content delivery node within RAN may require standardization to ensure the deployment of interoperable solutions.
3 Conclusion

This contribution provides some considerations from operator point of view on the use cases and requirements for the RAN based local cache and local breakout. Our observations and proposals are provided below
Observation 1: RAN based local cache is able to improve the user experience and save the bandwidth for both core and backhaul networks.
Observation 2: It is difficult for SIPTO to meet the requirement of flexible and efficient local IP traffic breakout. It is necessary to study RAN based local breakout to resolve the above issues.

Proposal 1: Deployment of the content delivery node within RAN may require standardization to ensure the deployment of interoperable solutions.

The contribution also proposes to capture the below TP in the TR 36933. 
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X
Use case for local caching/breakout 

Most of the mobile internet services, for instance webpage, picture, video and documents can be locally cached at RAN (e.g., in or near eNB) and delivered to UE. Moreover, web based streaming video and Apps are expected to take majority of 4G/5G bandwidth. Users visiting these services have presented some new characteristics: a large number of users view only a small portion of the content on internet and during a period of time, a large number of concurrent users in the geographical area repeatedly access the same popular content. These characteristics inevitably impose high pressure on the backhaul/backbone network.

SIPTO has been studied in SA2 to reduce the core network load and backhaul cost. However, as SIPTO GW needs to maintain connection with CN GW, SIPTO solution does not reduces the volume of signalling to the core network. Thus, SIPTO solution does not meet operator requirement of saving bandwidth for both core and backhaul networks. 

X.1
Use case 1: Local transparent caching
A typical local caching scenario is shown in Figure X.1-1: UE client sends a content request to the internet service provider. Local cache checks if is available and as it is not, the local cache acts as a transparent proxy and fetches the content from the service provider. Then local cache sends the fetched content to UE and meanwhile keeps the segment and serves the subsequent request from other UEs directly. Such operations enable low-latency and high-throughput distribution of popular content. Local transparent caching can be applied to the following two usage scenarios, 
· High user experience demanding scenario: RAN based local cache can be deployed in typical areas, such as key business district, new service experiencing hall, university campus, high grade office buildings, etc., to reduce the E2E delay and improve the user experience.
· Transport network limited scenario: operator may face a scenario that some areas normally accommodate only few end users at ordinary times but the number of end users increases significantly at a certain time due to some events, such as summit or festival. Usually, this scenario lacks of transport network resources, service provision can be guaranteed in a cost effective way by deploying RAN based local cache. 
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Figure X.1-1 Use case of local transparent caching

X.2
Use case 2: Local IP breakout
A typical local breakout scenario is shown in Figure X.2-1. After UE has attached to the network and acquired IP address from CN, UE initiates an IP request from an application. E-UTRAN is able to recognize IP traffic characteristics (e.g. IP five-tuples) or UE identity, and based on that, E-UTRAN decides to establish IP connection with a local data server rather than CN. During this process, no extra configuration may be required for UE.
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Figure X.2-1 Use case of local IP breakout
Local IP breakout can be applied to the following example of usage scenarios,
· Scenario1: In some densely populated area, such as campus or shopping mall, it is beneficial to deploy a local data center close to E-UTRAN to improve user QoE. College students may tend to access similar content (e.g. Smartphone applications, books, movies, music, HTTP webpages) since they usually share similar interests. For customers in shopping malls, due to highly overlapped targets they tend to request for similar information, for example, the description of products for sale. 
· Scenario2: For some Small and Media Enterprises (SME), it is relatively expensive to deploy and maintain a local WLAN network for working purpose. Instead, operators can provide wireless access for SME by taking advantage of LTE infrastructure. Some typical enterprise applications (e.g. OA, email) can be deployed in a dedicated local/remote IP network, so that employees can reach them without signalling with operator’s core network. 
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