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1   Introduction
In RAN3#91 meeting, R3-160568 [1] was endorsed as the baseline Text Proposal to be merged into TR36.885, including the following text:

	X.y.y
Localized MBMS
In current MBMS system, the BM-SC, MBMS-GW and MME are located in the Core Network. The backhaul delay between the BM-SC and the eNB is non-negligible when calculating the end-to-end delay, especially when MBMS is used to delivery downlink V2X packets in the V2X system. To minimize the latency, it is necessary to consider the option to move the MBMS CN functions (e.g. BM-SC, MBMS-GW) close to the eNB, or even collocated in the eNB.


In this contribution, we further discuss how to support localized MBMS in V2X.

2   Discussion

There are two ways to achieve the local breakout of V2X messages broadcast:

· One way is to move the whole BM-SC/MBMS-GW functions including control plane and user plane functions close to the eNB, as listed in the endorsed RAN3 Text Proposal.

· The other way is only the user plane functions of the BM-SC/MBMS-GW are localized while the control plane functions are kept as centralized as in existing eMBMS architecture.

If the whole BM-SC/MBMS-GW functions (i.e. Control plane and User plane functions) are localized, the following issues are identified:

(1) Multiple interfaces from to other network entities

Simply redistributing BM-SC and MBMS-GW closer to the RAN may resolve the latency issue but may also multiply the number of interfaces to other network entities like MME and charging systems, resulting in an impact on configuration and network management.
(2) TMGI/IP address collision between multiple distributed BM-SCs

It is easily understand that MBMS bears setup for remote application should be done by Centralized BMSC/MBMS GW. The broadcast area for remote application and local application server may overlap with each other. It is hard to avoid collision problem if the TMGI(s) are allocated by many BM-SC(s).
(3) High deployment cost of local control plane functions

There would be a large number of local MBMS functions deployed in network, and deploy such number of complex functions in localized network will increase the network deployment cost, it is better to keep the local MBMS function as simple as it can be.

(4) Difficult to configure local BM-SC address for local server 

According to GCSE specification, it is assumed that MB2-C address of MBMS network function can be pre-configured in GCSE server, MB2-U address is sent by MB2-C. If the BMSC control plane is deployed in a distributed way, it will make it very complex to configure different MB2-C address in different local server.

Based on these analyses, from our understanding, it is better to only move the user plane functions of the BM-SC/MBMS-GW to the eNB side. 

It is proposed to update the Text Proposal as below:

	X.y.y
Localized MBMS
In current MBMS system, the BM-SC, MBMS-GW and MME are located in the Core Network. The backhaul delay between the BM-SC and the eNB is non-negligible when calculating the end-to-end delay, especially when MBMS is used to delivery downlink V2X packets in the V2X system. To minimize the latency, it is necessary to consider the option to move the MBMS CN functions (e.g. BM-SC, MBMS-GW), or User Plane of MBMS CN functions close to the eNB, or even collocated in the eNB.


3   Conclusion and Proposal
In this contribution, we discussed the potential issues to move the whole MBMS CN functions close to the eNB, and propose to include the potential solution to only move the User Plane of MBMS CN functions close to the eNB, and it is proposed to capture the Text Proposal into baseline.
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