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1      Introduction
In the present contribution we discuss various RAN2 and RAN3 aspects of the following Next Generation New Radio Access study [1] objective: “Study the feasibility of different options of splitting the architecture  into a “central unit” and a “distributed unit”, with potential interface in between, including transport, configuration and other required functional interactions between these nodes [RAN2, RAN3];”.
The following related requirements can also be found in the TR 38.913: “
· Different options and flexibility for splitting the RAN architecture shall be allowed.
· The RAN architecture shall allow for deployment flexibility e.g. to host relevant RAN, CN and application functions close together at the edges of the network, when needed, e.g. to enable context aware service delivery, low latency services, etc...

· The RAN architecture shall allow deployments using Network Function Virtualization.

· The RAN architecture shall support sharing of the RAN between multiple operators.

· RAN-CN interfaces and RAN internal interfaces (both between new RAT logical nodes/functions and between new RAT and LTE logical nodes/functions) shall be open for multi-vendor interoperability. 
“
In the present contribution we provide our initial considerations on these topics.
2      Discussion
2.1     Background

The concept of splitting the RAN (i.e. eNB) functionality into a central unit and distributed units is not new. The idea has been discussed in various fora (including NGMN [2] and ETSI [3]), prototyped and demonstrated (e.g. MWC 2016 [4]), implemented and deployed. The concept is known under different names, including Cloud RAN, Centralized RAN, virtual RAN and possibly others. It is well understood and acknowledged that centralized RAN has multiple advantages in terms of cooperative processing, performance, CAPEX/OPEX reduction and also energy saving optimizations.
Yet another advantage of the centralized processing is that with high throughput and diverse usage scenarios the throughput variation of each cell can be very large. Therefore, multiplexing many cells together in a centralized unit reduces the aggregated throughput processing and transport network requirements, resulting in a more efficient RAN which is easier to scale.

Observation 1: Centralized RAN is a well-known concept in the industry, which has been shown to work.

Current centralized implementations are either based on CPRI, OBSAI or vendor specific solutions. These typically require expensive high throughput low latency fronthaul, which is not always available even to support LTE throughputs.
With the next generation access data rates of 10+ Gbps CPRI throughput requirements may become prohibitively expensive and may prevent centralized RAN deployments. ETSI ORI is working on CPRI compression, which attempts to mitigate this to some extent, however it is unlikely that even compressed CPRI will reduce fronthaul transport network requirements in an adequate manner.

For example, with 20MHz, 4Tx/Rx eNB, 2 DL streams and no CoMP CPRI rate may be as high as 2.5 Gbps. With the increased bandwidth and number of antennas in the next generation access networks this number can be substantially higher. 
Observation 2: with increase bandwidth and number of antennas in the next generation networks CPRI fronthaul requirements are expected to become prohibitively expensive.

2.2     Centralized processing in 3GPP

Even though centralized processing architecture and associated features, such as fronthaul, have never been explicitly standardized in 3GPP, certain 3GPP features (e.g. CoMP) assume this kind of deployment. Because 3GPP never formally standardized centralized RAN deployment it had to come up with various euphemisms, such as “ideal backhaul”, when discussing features that can only be implemented in such kind of deployment.
Observation 3: 3GPP never explicitly standardized cloud RAN, however certain features imply this kind of deployment. 

We believe that the term “ideal backhaul” currently used in 3GPP is not ideal, as in fact it often refers to fronthaul, rather than backhaul and more often than not denotes either high speed/low latency backhaul (without clear specification of what low latency means), vendor specific interfaces, centralized RAN deployment or all of the above. It seems beneficial at least to agree on common and clear terminology to be used in 3GPP to describe centralized RAN deployment and related aspects during the study.
2.3     Architecture and terminology

From a very high level perspective, “centralized RAN” consists of “central unit” (also known as Remote Equipment Control (REC) and BaseBand Unit (BBU)) and multiple “distributed units” (also known as Radio Equipment (RE) and Remote Radio Head (RRH)). 
The lack of proper terminology makes it hard to even discuss the concept in 3GPP, therefore we propose to agree on terminology for “centralized RAN”, “central RAN unit” and “distributed RAN unit” and to capture at least high level definitions of the above in the TR.

NOTE: we do not necessarily propose to use the names above, these are given just as examples.

Conceptually, the “centralized RAN” architecture can be illustrated in the figure below:
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Figure 1: Conceptual centralized RAN architecture
NOTE: in the absence of commonly accepted terminology for the next generation CN nodes, CN as well RAN-CN interfaces we use LTE/EPC terminology, however this does not imply any statement on the above issues, which are outside of scope of this contribution.

Observation #4: Leave it to RAN3 to agree on terminology for “centralized RAN”, “central unit” and “distributed unit” 
2.4     Additional requirements

The discussion about the next generation protocol stack cannot be driven entirely by the RAN architecture considerations, but rather should progress on its own based on this and other requirements. However, at least the following considerations should be taken into account:

1. The next generation access may need to support functional split between the “centralized RAN unit” and “distributed RAN unit” and this may affect PS design, e.g. in terms of latency requirements. Alternatively, latency requirements may dictate RAN functional split.
2. The next generation access may support multiple functional splits.

3. The next generation access may support dynamic configuration of functional splits.

It is proposed to discuss the requirements and potentially capture additional requirements in the TR.

Observation #5: RAN3 can discuss RAN architecture and PS related requirements.

2.5     Functional split(s)

As the next generation protocol stack discussion is outside of scope of the present contribution, we will use the LTE protocol stack as a basis for further discussion, with the understanding that the conclusions may need to be revisited, once RAN2 define the protocol stack at least at the high level.

Using LTE PS as an example, the following functional splits are possible, as illustrated in the figure below:
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Figure 2: RAN functional split options
In the first option, PDCP resides in the “central RAN unit” and the remaining parts of the protocol stack reside in the “distributed RAN unit”. In the second option, PDCP and RLC reside in the “central RAN unit”. In the third one PDCP, RLC and MAC are located in the “central RAN unit” and in the fourth option the PHY is split between the “centralized RAN unit” and “distributed RAN unit”. 

These protocol split options shall be analyzed in terms of their transport network requirements (i.e. throughput and latency) as well as functionality supported (e.g. CoMP). 

Given that certain protocol stack design decisions, such as HARQ timing, may have significant impact on benefits and feasibility of certain functional splits, it might be hard to finalize the architecture before RAN2 and RAN1 make sufficient progress on these topics.  Analysis of the implication on the protocol stack design and functionality of each protocol layer for each of the candidate front haul splits should be done jointly between RAN2 and RAN3.

Additionally, at least the forth option depends on the next generation PHY design, to be discussed in RAN1.
Generally, the study on the front haul function split is to investigate the function split options, which can support centralized processing in large scale on cost effective fronthaul transport network, and to support better cooperation/interference control, ease deployment and reduce CAPEX/OPEX.
Observation 6: The point in the protocol stack where the front haul, it is important (or at least desirable) that the 2 layers on either side of the split to not have interactions with tight time constraints (e.g. what we have today between MAC and L1 and between MAC and RLC). Instead it would be preferable that the protocol layers operate in a more independent manner.
It is yet to be determined whether a single functional split can address all the requirements, especially the ones related to network slicing. It is possible that standardizing multiple functional splits may turn out to be beneficial, so that different network slices support different functional splits. 
2.6     Transport network 

As mentioned above, transport network aspects are an important factor in discussions on the protocol stack design and functional splits. Due to exceptionally high next generation access data rate requirements, certain splits may not be feasible or economically attractive. On the other hand, transport network latency requirements together with protocol. stack HARQ timing may impose their own limitations. The next generation PHY may also impact transport network discussion.
Observation 7: transport network throughput and latency requirement are an important factor in RAN architecture functional split study.

There are many different transport network physical layer options, ranging from different fiber technologies, to mmWave and potentially others. 3GPP RAN architecture must be transport layer agnostic, however as we explained above it is not possible to ignore these aspects in the study. Therefore, we propose to define a number of transport network categories that the next generation access fronthaul shall support and characterize these at least in terms of throughput and latency.

2.7     Relation to NFV
NFV aspects of the next generation access network are discussed in a separate contribution [5]. NFV is an important technology for operators. Currently NFV is being defined in SA5 for EPC. In the context of the RAN study the RAN NFV aspects shall be discussed. In the present contribution we would only like to point out that unlike CN, RAN cannot be completely virtualized as it must contain at least some hardware components (e.g. RF). Therefore, fronthaul standardization is a prerequisite to NFV standardization. 
Observation 8: fronthaul standardization is a prerequisite to NFV standardization.
Additional aspect that will need to be addressed in SA5 is the OAM support for the “distributed RAN units”.

2.8     RAN2 and RAN3 work split

Eventually, 3GPP need to discuss the functional split (or multiple splits) between the central unit and the distributed unit and this works involves at least both RAN2 and RAN3. However, we would like to point out that the functional split depends at least on the following two factors: next generation access protocol stack and transport network. We therefore propose that RAN2 progress on the protocol stack discussion and RAN3 discuss the transport network aspects and the overall architecture. If certain assumptions must be made in RAN3 on the next generation access protocol stack, we suggest that RAN3 assume for the time being protocol stack similar to LTE – once more details about the PS emerge in RAN2, RAN3 may need to revisit their discussions.  At the same time, as RAN2 progresses, analysis of the implication on the NR protocol stack design and functionality of each protocol layer for each of the candidate front haul splits should be done jointly between RAN2 and RAN3.
Proposal 1: RAN2 to discuss next generation access network protocol split, the interaction and timing requirements between the protocol layers. RAN3 to discuss overall architecture and transport network aspects. 
Additionally, certain functional splits may require RAN1 involvement. 
3      Conclusions and Proposals
The document discussed fronthaul aspects for NR. The following observations and proposals are made:
Observation 1: Centralized RAN is a well-known concept in the industry, which has been shown to work.

Observation 2: with increase bandwidth and number of antennas in the next generation networks CPRI fronthaul requirements are expected to become prohibitively expensive.

Observation 3: 3GPP never explicitly standardized cloud RAN, however certain features imply this kind of deployment. 

Observation 4: Leave it to RAN3 to agree on terminology for “centralized RAN”, “central unit” and “distributed unit” 
Observation 5: RAN3 can discuss RAN architecture and PS related requirements.

Observation 6: The point in the protocol stack where the front haul, it is important (or at least desirable) that the 2 layers on either side of the split to not have interactions with tight time constraints (e.g. what we have today between MAC and L1 and between MAC and RLC). Instead it would be preferable that the protocol layers operate in a more independent manner.
Observation 7: transport network throughput and latency requirement are an important factor in RAN architecture functional split study.

Observation 8: fronthaul standardization is a prerequisite to NFV standardization.
Proposal 1: RAN2 to discuss next generation access network protocol split, the interaction and timing requirements between the protocol layers. RAN3 to discuss overall architecture and transport network aspects. 
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