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1 Introduction

After RAN3 #90 a document [1] was agreed about the V2x SI [3] at the end of a discussion. The following WF was endorsed:
1. Definition and functions of RSU – An eNB-type RSU is a logical function implemented in an eNB. The following open points were identified for further discussion (SA2 input may be required):
· Whether the local E-UTRAN V2x server is behind a Stand-alone L-GW or implemented in the eNB;

· Location of the application layer: in the RSU, in the remote V2x server, in the local E-UTRAN V2x server, or in all of the above;

2. MBMS for V2x – majority view:

· For V2N, the existing MBMS/SC-PTM architecture can be reused (considering the 500 ms latency requirement);

· For V2V/V2I/V2P, RAN3 should wait for RAN2 decisions on latency evaluations for scenarios 2 and 3 (defined in [2]); potential enhancements may need to be studied if requirements for such scenarios cannot be met;

3. Mobility support for large numbers of vehicles having high speed – the majority view is that this scenario and the potential issue should be identified, triggered by RAN1/2;
4. Possible prioritization of scenarios (as defined in [2]) – No agreement on how to prioritize among the 3 scenarios;
5. Possible impact of multiple-operator scenarios – agreement that coordination among multiple operators is needed. The following open points could be further discussed:
· Coordination of carriers among the operators;
· Coordination support (if any) through RAN architecture and procedures, e.g. RAN/CN sharing.

In this contribution we will elaborate further on a couple of open points in the endorsed WF.
2 Discussion
2.1 RSU Architecture – Server Aspects
During the discussion, it was observed that local breakout (e.g. SIPTO@LN) seems beneficial in order to better fulfill the stringent latency requirements of V2x services [4]. This enables a more local termination of traffic (e.g. instead of going to a centralized server) as well as UP connectivity to e.g. local road sensors, cameras, etc. It was also observed that this may be more straightforward to support for an eNB-type RSU. 
We notice that the above may also provide additional flexibility in order to address the issue of where to locate the local E-UTRAN V2x server: i.e. behind a L-GW (stand-alone or co-located with the eNB), or in the eNB itself. In fact, if SIPTO@LN is assumed to be deployed, it may be fully possible to leave this to the specific deployment. We could see the following use cases, according to the local breakout architectures given in an Annex in [1]:

1. Stand-alone V2x server, connected through SIPTO@LN with stand-alone GW – Such a V2x server could e.g. process data from an array of local sensors / cameras, to distribute to all locally connected vehicle UEs. Connectivity would be provided to all local eNB-type RSUs identified by the same LHN ID. By appropriately planning the LHN IDs with the V2x service areas, V2x services could be provided to the appropriate location in the most optimal way. Thanks to the characteristics of SIPTO@LN with stand-alone GW, the connection to the server would be maintained in case of inter-RSU mobility of vehicle UEs. This is shown in Figure 1.
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Figure 1 Local breakout (green arrow) based on SIPTO@LN with stand-alone GW [1].

2. Stand-alone V2x server, connected through SIPTO@LN with co-located L-GW – Same as above, but the connection is routed through a L-GW co-located in each eNB-type RSU. In this case, however, the connection of the vehicle UE to the server is taken down before mobility and set up again through the L-GW in the target eNB after handover has completed. This architecture is shown in Figure 2.


[image: image2.emf]S-GW

MME

V-UE

V2X Application server 

(Local or Global)

L-GW

eNB

SGi(?)

Uu

S5

S11

S1-C

S1-U

RSU function 

implemented


Figure 2 Local breakout (green arrow) based on SIPTO@LN with co-located L-GW [1].
3. Stand-alone V2x server co-located in the eNB-type RSU – In this case all required functionality is implemented in the eNB. An example of this could be e.g. a physical road-side box containing the sensors (i.e. terminating all traffic locally) and the RSU, which also handles the connection to the vehicle UEs. This can be seen as “collapsing” all the logical nodes in the above two figures into one physical node.

In previous discussions [1], there seemed to be some consensus that the first two options were feasible (also for uplink in conjunction with MBMS in the downlink) and that the third could be seen as a deployment option. We could further observe that, given that V2x functionality provides road safety services to moving vehicle UEs, option 1 seems to be more appropriate since it maintains the data connection through handovers (unlike options 2 or 3).
Observation 1: Local breakout using SIPTO@LN with stand-alone GW seems to be the most appropriate option for connection to a local V2x server if service interruption is to be avoided during handovers.

Proposal 1: Capture the above discussion and observation on breakout architecture for V2x.

An additional point for further discussion is the location of the application layer for V2x (e.g. in the local V2x server, in the remote server, and/or in the RSU). In SA2 (e.g. in [5]) it was proposed that the RSU “is viewed as a V2X application receiving V2X messages from SGi or PC5 interface” (further aspects are FFS). This implies that the application layer can in fact reside in the RSU (in addition to the V2x servers).
Proposal 2: The V2x application layer resides in the RSU, besides the V2x servers.
2.2 Some Further Thoughts on the 3 Scenarios
The following scenarios are defined in [2]:
· Scenario 1 – V2V operation is only based on PC5 (i.e. a UE transmits a V2x message to multiple UEs in the local area using the sidelink);

· Scenario 2 – V2V operation is only based on Uu (i.e. a UE transmits a V2x message to the E-UTRAN in uplink and the E-UTRAN retransmits it to multiple UEs in the local area in downlink);

· Scenario 3 – V2V operation is based on both PC5 and Uu. This can be further divided in Scenario 3A (where the connection from the vehicle UE and the E-UTRAN goes through a UE-type RSU) and Scenario 3B (where the connection between the E-UTRAN and the other vehicles goes through a UE-type RSU).
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Figure 3 Scenarios 1, 2, 3A and 3B (from left to right and from top to bottom).

During the discussion there was no agreement on how to prioritize among the above scenarios. We can make some further observations on the above based on company answers:
· Scenario 1 is purely based on PC5, hence it seems to have no (or very little) RAN3 impact, as already mentioned in [1]. It seems therefore unclear what RAN3 should contribute on this scenario;

· It was mentioned that Scenarios 2 and 3 may have similar RAN3 impacts (in fact, Scenarios 3A and 3B can be considered as supersets of Scenario 2 – the only additional part is the sidelink through the UE-type RSU, which is not in RAN3 scope);

· In case of emergency (i.e. many concurrent service requests from a large number of UEs in the same area), Scenario 2 seems to be the most reliable, due to the increased robustness and scalability of Uu with respect to PC5 and the absence of the additional RSU-eNB link.

Observation 2: The only difference between Scenarios 2 and 3A/3B is the sidelink through the UE-type RSU, which is not in RAN3 scope.

Observation 3: When studying Scenario 2, RAN3 will also work on the RAN3 related parts of Scenario 3A/3B.

Observation 4: Due to the absence of this additional sidelink and the higher robustness and scalability of Uu with respect to PC5, Scenario 2 may be more reliable in emergency scenarios.

Proposal 3: RAN3 can work on Scenarios 2 and 3A/3B at the same time.
3 Conclusions and Proposals
We have further discussed some open points captured in [1]. Our observations and proposals are captured below.
Observation 1: Local breakout using SIPTO@LN with stand-alone GW seems to be the most appropriate option for connection to a local V2x server if service interruption is to be avoided during handovers.

Observation 2: The only difference between Scenarios 2 and 3A/3B is the sidelink through the UE-type RSU, which is not in RAN3 scope.

Observation 3: When studying Scenario 2, RAN3 will also work on the RAN3 related parts of Scenario 3A/3b.

Observation 4: Due to the absence of this additional sidelink and the higher robustness and scalability of Uu with respect to PC5, Scenario 2 may be more reliable in emergency scenarios.

Proposal 1: Capture the above discussion and observation on breakout architecture for V2x.

Proposal 2: The V2x application layer resides in the RSU, besides the V2x servers.
Proposal 3: RAN3 can work on Scenarios 2 and 3A/3B at the same time.
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