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1   Introduction 
This contribution discusses the functions of an eNB-type RSU, and the uplink transmission of V2X packets from the eNB to the RSU.
2   Detailed Analysis 
2.1   RSU function
RAN3 e-mail discussion ([1]) agreed 

---

Issue 1: Definition of RSU? Function? Logical Node? Server aspects?
· Definition of eNB type RSU: eNB type RSU is a logical function implemented in an eNB. 
· In addition, the following open points were identified  for further discussion, which may require SA2 input: 

· Whether the local E-UTRAN V2X Server is behind Standalone L-GW of SIPTO or implemented into eNB?

· Whether the application layer is located inside RSU or it is in the remote V2X Server/local E-UTRAN V2X Server or it should be in both the RSU and V2X server? 
---
According to SA1 TR22.885 ([2]), the eNB-type RSU handles the various V2X packets differently:
· For V2V service, upon the reception of a V2V packets from the V2X UE, the RSU forwards the received V2V packet to other UEs, or other eNBs/RSUs (?).

· For V2I service, upon the reception of a V2I packet, the RSU terminates the V2I packet. The RSU may generate a reply V2I packet, which is then forwarded to a UE or a group of UEs. 

· For V2N service, upon the reception of a V2N packet, the RSU forward the V2N packet to a serving entity. 
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Figure 1 – V2X packet terminated at the RSU
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Figure 2 – V2X packet terminated at an entity other than RSU
So the RSU shall have a V2X application layer to handle the received V2X packet, which is either to terminate the received V2X packet, or to forward the received V2X packet to other entity, i.e. other RSU or V2X server. This is done in the application layer of the RSU. It is transparent to the eNB entity. It is unclear whether this application layer in RSU can be a V2X server, but this needs to be addressed by SA2 or other groups outside of RAN3. It is also transparent to the eNB entity regarding whether the RSU has a V2X server. 
Proposal 1: The RSU may terminate the V2X packets, or forward the V2X packets to other entities. This is performed in the V2X application layer of the RSU. The handling of V2X packet is transparent to the eNB. It is also transparent to the eNB regarding whether the RSU has a local V2X server. 
2.2   Using SIPTO@LN for V2X traffic to RSU
In current RAN2 analysis ([2]), the backhaul delay is about 20ms. This is based on current LTE system that S-GW/P-GW/BM-SC are located in the core network.  

	Parameters
	Value

	backhaul delay_uc
	20

	backhaul delay_bc_a
	20

	backhaul delay_bc_b
	10


Figure 2 – RAN 2 latency analysis on backhaul delay

If the P-GW is close to the eNB, the backhaul delay can be significantly reduced. Current LTE already support SIPTO@LN to offload the user traffic without traversing the core network. Using SIPTO@LN for V2X is shown as below.
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Figure 3 – Using SIPTO@LN for V2X traffic to RSU
When using SIPTO@LN with standalone GW, the interface between the standalone GW and RSU is based on SGi. When using SIPT@LN with collocated GW, the interface between the collocated L-GW and RSU is an internal interface. 

Proposal 2: SIPTO@LN can be used to offload the V2X traffic to reduce the end-to-end latency. When using SIPTO@LN with standalone GW, the RSU connects to the standalone GW via SGi interface. When using SIPTO@LN with collocated L-GW, the RSU connects to the L-GW via an internal interface.

However, current SIPTO@LN may not fully support V2X. 
· Current SIPTO@LN does not support dedicated bearer. Only default bearer is supported. The main reason is due to the lack of interface between the L-GW and the PCRF. Default bearer may not meet the V2X requirements. In which case, enhancements are needed to support dedicated bearer in SIPTO@LN.
· Mobility is not fully supported.

· For SIPTO@LN with standalone GW, the IP data session continuity for SIPTO at the Local Network PDN connection is not supported, subsequent to handover completion the (target) MME should disconnect the SIPTO at the Local Network PDN connection with "reactivation requested" cause, unless the target eNB is in the same local home network as the source eNB. The IP data session can only be maintained if both source eNB and target eNB belong to the same the Local Home Network. If the UE has no other PDN connection and the Local Home Network ID is changed, the MME detaches the UE.
· For SIPTO@LN with collocated GW, the local PDN connection is always deactivated when the UE moves away from the source eNB. 
This can cause additional delay if the UE initiates a V2X transaction when moving from source eNB to target eNB. The delay is even longer when the UE only has a SIPTO@LN PDN connection, and the UE is detached when moving to target eNB. 
Proposal 3: Further study the SIPTO@LN QoS and mobility issues to meet V2X requirements. It is proposed to capture following text in TR36.885:
	RSU may terminate the V2X packets, or forward the V2X packets to other entities. This is done in the V2X application layer of the RSU. The handling of V2X packet is transparent to the eNB. It is also transparent to the eNB regarding whether the RSU has a local V2X server. 

SIPTO@LN can be used to offload the V2X traffic to reduce the end-to-end latency. When using SIPTO@LN with standalone GW, the RSU connects to the standalone GW via SGi interface. When using SIPTO@LN with collocated L-GW, the RSU connects to the L-GW via an internal interface. Further study is needed on following issues

· Whether default bearer can meet V2X QoS requirements. If not, enhancements to current SIPTO@LN are needed, e.g. introduction of dedicated bearer support. 
· Whether SIPTO@LN needs to be enhanced to support IP Session continuity for V2X system.


3   Conclusion and Proposals

This contribution analyzed the eNB-type RSU, and the possibility to use SIPTO@LN for V2X system. Our proposals are:
Proposal 1: The RSU may terminate the V2X packets, or forward the V2X packets to other entities. This is performed in the V2X application layer of the RSU. The handling of V2X packet is transparent to the eNB. It is also transparent to the eNB entity regarding whether the RSU has a local V2X server. 
Proposal 2: SIPTO@LN can be used to offload the V2X traffic to reduce the end-to-end latency. When using SIPTO@LN with standalone GW, the RSU connects to the standalone GW via SGi interface. When using SIPTO@LN with collocated L-GW, the RSU connects to the L-GW via an internal interface.

Proposal 3: Further study the SIPTO@LN QoS and mobility issues to meet V2X requirements. It is proposed to capture following text in TR36.885:

	RSU may terminate the V2X packets, or forward the V2X packets to other entities. This is done in the V2X application layer of the RSU. The handling of V2X packet is transparent to the eNB. It is also transparent to the eNB regarding whether the RSU has a local V2X server. 

SIPTO@LN can be used to offload the V2X traffic to reduce the end-to-end latency. When using SIPTO@LN with standalone GW, the RSU connects to the standalone GW via SGi interface. When using SIPTO@LN with collocated L-GW, the RSU connects to the L-GW via an internal interface. Further study is needed on following issues

· Whether default bearer can meet V2X QoS requirements. If not, enhancements to current SIPTO@LN are needed, e.g. introduction of dedicated bearer support. 

· Whether SIPTO@LN needs to be enhanced to support IP Session continuity for V2X system.
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