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1. Introduction
E-mail discussion 'Way forward for “Feasibility Study on LTE-based V2X Services” in RAN3' clarified some architecture points and highlighted some pending questions. The contribution proposes an answer to where the V2X application layer should be located.  
2. Discussion
An outcome of e-mail discussion #1 after last RAN3 meeting #90 (R3-152848 [1]) is that for V2N service, the existing MBMS/SC-PTM architecture can be reused to support V2N services.
For V2I services, a pending question is whether the V2X application server should be local, i.e. localised in or near the RAN or could be remote, like the typical architecture foreseen for V2N service. One argument for having a near-RAN localisation of the V2X application server is latency requirements, and RAN2 is working on latency evaluation of current architectures (MBMS/SC-PTM/unicast) in different scenarios (scenarios family 2 with LTE-Uu, scenario family 3 involving Uu and PC5 radio interfaces) [2]. First results [3] show that latency requirement of 100 ms could be met for scenarios family 2 under some assumptions, and that enhancements would be needed for scenarios family 3. 
Hence, a near-RAN localisation of the V2X application could be relevant to help latency optimisation. Moreover, latency is not the solely consideration to take into account. Taking the "cross road" use case [4], RSUs could be deployed in every cross roads to monitor and relay possible obstacles, accidents warnings or sensors, and/or to help coordinating traffic (e.g. "green light corridor"). Related traffics (V2I) have a local dimension, i.e. are meaningful locally. Avoiding loading a central server with such a local traffic seems then interesting from scalability point of view.
However, there is also in such scenario the necessity to report some events (typically accidents) to a more central point (V2N) in addition to local broadcast, so as to warn V-UEs in a larger area - for traffic-jam avoidance for example.
Then, the V2X architecture should be able to support V2I and V2N services at the same time. It should be beneficial to have both a local V2X application server and a remote V2X application server. 

Figure 1 below shows a possible architecture mixing a local architecture based on SIPTO@LN, along with a remote architecture.
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Figure 1: Local and Remote V2X application server

One constraint in current LTE specifications is that one eNB shall be connected to one MCE only. If we keep this assumption, it means that the MCE will coordinate MBMS radio resources for remote services (V2N) and also for local services (V2I). However it is unlikely that MBMS session start is triggered by the event of a warning that has to be relayed - it would take too much time; more likely the session is started in advance and could be considered as on-going, V-UEs picking it when passing in the RSU's vicinity. Then the relevant point is to have the MBMS user plane optimised thanks to a local MBMS architecture; the MBMS control plane could remain centralised. Another option would be to go for a distributed MCE deployment, with MCE function co-located in eNBs.

3. Conclusion
Having a local MBMS architecture authorising a local V2X application server is beneficial for latency and scalability purposes. This should come in addition to the more centralised legacy MBMS scheme which remains necessary to support V2N.
It seems feasible to build with legacy pieces such an architecture which provides local and remote MBMS user planes, with a common control plane (MCE). Distributed MCEs would also be a possible option for the latter.

Proposal: Capture in TR36.885 [2] requirement described above (having local and remote V2X application servers) and possible solution described in section 2.

4. References

[1] R3-152848, 'Way forward for “Feasibility Study on LTE-based V2X Services” in RAN3', post-meeting #90 e-mail discussion
[2] 3GPP TR36.885, “Study on LTE-based V2X Services”, v0.4.0 Rel.14, November 2015. 
[3] R2-161116, Email discussion - [92#37][LTE/V2X] Latency analysis TP
[4] 3GPP TR22.885, “Study of LTE support for V2X services”, v1.0.0 Rel.14, September 2015. 





























































































































































































































































3

