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1 Introduction

After the email discussion, some open issues are identified to be discussed further. In this contribution we propose the possible RAN architectures and enhancements to support Uu transport for V2X services.

2 Discussion

2.1 RSU function
The definition of RSU and V2I service are defined as following in TR22.885 [1]:
Road Side Unit: A stationary infrastructure entity supporting V2X applications that can exchange messages with other entities supporting V2X applications.
V2I Service: A type of V2X Service, where one party is a UE and the other party is an RSU both using V2I application.

According to the above definition, the RSU should have the application layer and be capable of generating, transmitting, receiving and processing V2X messages. For V2I service, based on the use cases description in the TR [1], RSU is more like a local E-UTRAN V2X Server supporting V2I application or the local E-UTRAN V2X Server could be implemented in an eNodeB (eNB type of RSU). For V2N service, the V2X server could be Global V2X Server supporting V2N application.
Proposal 1: the RSU should have the application layer and be capable of generating, transmitting, receiving and processing V2X messages.

2.2 MBMS/SC-PTM architecture for V2X service
The current MBMS/SC-PTM architecture is as below:
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Figure1: MBMS/SC-PTM architecture for V2X service
Based on the Latency analysis in RAN2 [2], it seems the existing MBMS/SC-PTM architecture can satisfy the latency requirement of Scenorio2. In this architecture, the V2X server can receive and transmit the V2X message with the V2X application, which means the RSU funtion could be implemented in the V2X server. 
Considering most of V2X service are delivered within a local area and the above architecture can not satisfy the latency requirement of Scenorio3, a local V2X Server/local eMBMS systemn could be considered in order to reduce the latency. A local V2X Server/eMBMS system is deployed in the local area as showed in the Figure2 or the a local V2X server could be implemented in the eNB(eNB type of RSU) as showed in the Figure3. Currently, the assumed backhaul delay for unicast, eMBMS or SC-PTM in the RAN2[2] is 20ms, with the improved MBMS/SC-PTM architecture, the backhalu latency can be reduced to 0~10ms.

Alt1. Local V2X server/local eMBMS system
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Figure2. Local V2X server/local eMBMS system
In this architecture, current Standalone or collocated L-GW SIPTO@LN mechinism can be reused and a localized V2X Server/eMBMS system is deployed in the network. The V2X message are broadcasted in a local area and the transmission latency can be reduced. 
V2X communication can use the pre-established eMBMS bearer, the following steps may be needed：
Step1：The V2X server can request the BM-SC to allocate TMGI and configure an MBMS bearer for theV2X service.
Step2:  Pre-established MBMS bearers for the V2X service are setup through the MBMS Session Start procedure

Step3:  UE will register and authorize with V2X server. 

Step4:  For V2X transmission, the UE will setup a unicast bearer. For V2X reception, the UE will obtain the MBMS assistant information e.g. USD for the V2X service and read the MBMS control info related system information.
Alt2. eNB type of RSU for V2X service

[image: image3.emf]UE eNode B

MCE

MBMS-

GW

S1-MME

LTE-Uu

L

-GW

MME

M2

BM-SC

V2X 

Server

eNB type 

of RSU


Figure3: eNB type RSU for V2X service
In this architecture, current collocated SIPTO@LN mechinism is reused. The L-GW, V2X server, BM-SC and MBMS-GW are collocated in the eNB. The V2X communication setup signalling flows are similar with that of Alt1.
For most V2X service, the traffic is delivered between the UE and the RSU supporting V2I applications, e.g. V2I Emergency Stop Use Case, Queue Warning and etc. For V2X Road safety service via infrastructure case, as described in the SA1 TR [2], the RSU shall be able to deliver V2X messages to a traffic safety server and/or UEs supporting V2X Service and/or to other RSUs. The interface between the RSUs and between the RSU and global V2X server may be needed. For the V2X service transmission between the RSU and global V2X Server, it depends on the SA2 decision. For the interface between RSUs, it could be based on X2 interface or new interface to deliver V2X messages between the RSUs. 
Proposal 2: It’s proposed to use the Local V2X server/local eMBMS architecture and the eNB type RSU architecture to support the V2X service.
3 Conclusion
Based on the discussion in section 2 the followings are proposed:
Proposal 1: The RSU should have the application layer and be capable of generating, transmitting, receiving and processing V2X messages.
Proposal 2: It’s proposed to use the local V2X server/local eMBMS architecture and the eNB type RSU architecture to support the V2X service.
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