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1. Introduction 
In this contribution, we mainly analyze the detail for the LWA flow control as follows and provide proposals.
· The DC mechanism for flow control.

· The QoS mapping impact on flow control, manly in case the multiple bearer are mapped to the same WLAN access category.
· The LWA flow control parameter.
2. Discussion 
2.1 DC mechanism for flow control 
In RAN3#89bis, the per bearer flow control is agreed as the working assumption.  The DC like flow control mechanism is as also required for the LWA flow control.

The DC flow control mechanism is as follows.
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Fig.1 DC flow control mechanism
According to Fig.1, the MeNB decides the offloaded data quantity mainly based on 1) The remaining buffer size at the SeNB and 2) The in queue data quantity waiting to be transferred at the MeNB. 
The format of the remaining buffer size: 
The remaining buffer size =the desired buffer size –the data “in flight” +the successfully delivered data 
The data “in flight” = the data “in flight” on Xw-U + the data buffered in SeNB and not yet successfully acknowledged + the successfully delivered data
The successfully delivered data is the delivered data which is successfully acknowledged by the UE. It has been removed from the desired buffer at the SeNB.
The MeNB always know the data “in flight”, so the desired buffer size the successfully delivered data are required to be feedback to the MeNB. Moreover, the MeNB may decide to whether to re-transit to the SeNB the data which is lost over the X2. The data lost over X2 is required as well. Similarly, the LWA flow control could follow the flow control format of DC
Observation1: The DC flow control mechanism could be considered to define the LWA flow control, i.e. with regard to the successfully delivered data, the desired buffer size and the data lost over Xw .
2.2 QoS mapping impact on the flow control

At the WLAN MAC, packets are buffered and scheduled based on the AC (access category). Deferent AC has different priority to be scheduled. After the QoS mapping, the LWA bearer is associated with a dedicated AC. There are more than 10 QCIs and only 4 ACs at most. Therefore it is possible for multiple LWA associated with a UE are mapped to the same AC, e.g. bearer1and bearer2 of the UE. After the QoS mapping, the offloaded data from the bearer1 and bearer2 are buffered together and stays in the same AC queue for scheduling.

The multiple LWA bearers over one AC is like multiple service flows over one 3GPP bearer. Just like the packets at 3GPP bearer with high QCI is scheduled preferentially, the packets in the AC with high priority and more opportunity to be scheduled and has shorter back off time in case confliction happen.
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Fig.2 QoS mapping

Observation2: The LWA bearers mapped to one AC are buffered and scheduled based on the AC.

The QoS mapping and the data scheduling feature of the WLAN MAC will impact the usage of the DC like flow control mechanisms, especially for 
- The desired buffer size 

- The successfully delivered data 
2.2.1 The desired buffer
In case each LWA bearers of a UE is mapped to each AC respectively. 

The per bearer desired buffer size is naturally supported since the LWA bearer enjoy the whole AC buffer alone. In this scenario, the AC desired buffer size is the bearer’s desired buffer size. It doesn’t require extra enhancement over the WLAN.

In case multiple LWA bearer of a UE are mapped to one AC. 

According to Fig.3, bearer1 and bearer2 are mapped to the same AC.
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Fig.3 LWA flow control mechanism
The remaining buffer size =the desired buffer size – (the data “in flight” of bearer1+ the data “in flight” of bearer2 ) +( the successfully delivered data of bearer1+ the successfully delivered data of bearer2)
According to Fig3, at the eNB side, the “in queue” PDUs waiting to be transferred of bearer1 is greatly more than that of bearer2. With the shared buffer size, the eNB could offload the PDUs of bearer1 more aggressively, i.e. offload more PDUs of bearer1 to the WLAN and offload less PDUs of bearer2.

By some enhanced implementation, the WT could feedback a virtualized per bearer buffer size to the eNB, e.g. a portion of shared buffer size. However, the WT doesn’t know how many PDUs are waiting at the eNB, the allocated buffer portion may not allow the eNB to offload more data of bearer1, which cause the inefficient flow control behavior. In hence, the first hand AC level desired buffer size should be provided to the eNB to let the eNB control the offload of bearer1 and bearer 2. 
Proposal1: To feedback the AC level buffer size for each offloaded bearer.
To support the flow control based on the shared buffer. The association of bearer1 and bearer2 is required as well.
Actually, one byte in Downlink Data Delivery Status is enough to define the association of bearers mapped to the same AC. The dedicated bit of the byte is mapped to a dedicated DRB which has been offloaded. 
Alternatively, the WT could indicate the eNB the mapped AC of the LWA bearer during LWA establishment. According the mapped AC, the eNB also can know the association of bearers mapped to the same AC.
proposal2: To feedback the association of bearers which are mapped to the same AC.
2.3 The successfully delivered data
At WLAN side, there is no RLC layer. The UE will not sent RLC acknowledge to the WLAN to confirm a successfully received PDCP PDU.  However, the WLAN side can require a UE to return MACACK to acknowledge the received MPDU.  In RAN2#91 it was agreed that a bearer ID field is added in PDCP PDU header by the eNB. It is used by the UE to distinguish the bearer of the received PDCU PDU. It is transparent to WLAN in principle and doesn’t impact the WLAN specification. However, according the bearer ID field and the ACK of MPDU, by some implementation enhancement, whether PDCP PDU is successfully delivered to the UE may be deduced by the WLAN.
Proposal3: to feedback the eNB the highest successfully delivered PDCP Sequence Number over Xw.

Moreover, the eNB could estimate the per bearer data rate at WLAN according to the successfully delivered PDCP SN in a time interval. 

Observation3: The eNB could estimate the per bearer data rate at WLAN according to the highest successfully delivered PDCP SN.
In case multiple LWA bearer of a UE are mapped to one AC. 

E.g, bearer1 and bearer2 are mapped to the same AC. 

the successfully delivered data of AC = the successfully delivered data of bearer1 + the he successfully delivered data of bearer2.

the data rate of AC = the data rate of bearer1 + data rate of bearer2.

When the eNB want to raise the data rate of bearer1, the eNB could 1) speed up the offload of bearer1 or 2) slow down the offload of bearer2 
Observation4: For the bearers mapped to the same AC, when the eNB want to raise the WLAN data transfer rate of one  bearer, the eNB could 1) speed up the offload of that bearer or slow down the offload of the other bearers mapped to the same AC.
It is noted the eNB could not blind speed up the offload of bearer1 regardless to bearer2. The AC buffer size for bearer1 is shared by bearer2. In case the WLAN in high load and the remaining AC buffer size is limited, if the PDUs of bearer1occupies the remaining buffer size faster than the PDUs of bearer2, the waiting time of PDUs of bearer2 in the AC queue will get longer. The WLAN date rate of bearer2 may become too slow to satisfy the QoS requirement.
Observation5: The association of bearers mapped to the same AC is also benefit for the offload speed control of bearers.
2.3 The lost Xw-U Sequence Number 
The DC flow control parameters for the lost X2-U data could be referred to define the lost data information over the Xw.

Proposal4: To feedback the eNB the lost Xw-U SN over the Xw as follows.
·  Number of lost Xw-U Sequence Number ranges reported

· Start of lost Xw-U Sequence Number range

· End of lost Xw-U Sequence Number range
3. TP

X.Y.Z
DL DATA DELIVERY STATUS (PDU Type 1)

This frame format is defined to transfer feedback to allow the receiving eNB to control the downlink user data flow via the WT.

	Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	PDU Type (=1)
	Spare
	Final Frame Ind.
	Lost Packet Report
	1

	Highest successfully delivered PDCP Sequence Number
	2

	Desired buffer size for the mapped access category
	4

	Associated bearers
	1

	Minimum desired buffer size for the UE
	4

	Number of lost Xw-U Sequence Number ranges reported
	1

	Start of lost Xw-U Sequence Number range
	4* (Number of reported lost Xw-u SN ranges)

	End of lost Xw-U Sequence Number range 
	

	Spare extension
	0-4



Figure X.Y.Z-1: DL DATA DELIVERY STATUS (PDU Type 1) Format

4. Conclusion 

In this contribution, we mainly analyze the detail for the LWA flow control as follows and provide proposals.

Observation1: The DC flow control mechanism could be considered to define the LWA flow control, i.e. with regard to the successfully delivered data, the desired buffer size and the data lost over Xw .

Observation2: The LWA bearers mapped to one AC are buffered and scheduled based on the AC.

Proposal1: To feedback the AC level buffer size for each offloaded bearer.

proposal2: To feedback the association of bearers which are mapped to the same AC.

Proposal3: To feedback the eNB the highest successfully delivered PDCP Sequence Number over Xw.

Observation3: T he eNB could estimate the per bearer data rate at WLAN according to the highest successfully delivered PDCP SN.

Observation4: For the bearers mapped to the same AC, when the eNB want to raise the WLAN data transfer rate of one  bearer, the eNB could 1) speed up the offload of that bearer or slow down the offload of the other bearers mapped to the same AC.
Observation5: The association of bearers mapped to the same AC is also benefit for the offload speed control of bearers.
Proposal4: To feedback the eNB the lost Xw-U SN over the Xw as follows.

·  Number of lost Xw-U Sequence Number ranges reported

· Start of lost Xw-U Sequence Number range

· End of lost Xw-U Sequence Number range
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