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1   Introduction
At RAN3#88 a solution was proposed in [1] that allowed to minimize the impact of the amount of data volume reporting for RAN sharing in terms of complexity and costs.

The proposal consisted of adopting data volume filtering criteria per PLMN, per direction (UL or DL) with possible additional reporting for one or more of these criteria:
· per QCI group, 

· per ARP group,

· per GBR band

However, concerns were raised over the way the filtering criteria were structured. The main claims were that the most important statistics needed are as follow and that proposals in [1] would not fulfil such requests:
· Collection of data volumes per PLMN and per UL/DL and  per QCI 

· Collection of data volumes per PLMN and per UL/DL and per GBR band

· Collection of data volumes per PLMN and per UL/DL and per QCI and per GBR band and per ARP

It has been mentioned in previous meetings that it would be advisable to aim for solutions where the increase in number of newly introduced counters would occur in a progressive way, rather than with an immediate maximum impact. Namely, in order to avoid unsustainable implementation and cost impacts, it would be advisable that a common denominator to all solutions proposed so far is taken as the reference solution. Future solutions can therefore be built on top of such baseline.
This paper presents what appears to be the common baseline to all solutions presented so far.

2   Data Volume Reporting Criteria
The following solutions were listed at the end of the discussions at RAN3#88 in the meeting minutes:

Option 1:   1 counter= 1 triplet (set of qcis, set of ARP, set of gbr bands) - 

Option 2:   1 counter = set of triplets (qci, arp, gbr band) - 

Option 3:   1 counter= per qci, or per arp, or per gbr band – 

Option 4= 1 counter= 1 triplet (qci, arp, gbr band) - 

It was explained in [1] that a solution in line with Option 4, defined in [3] and allowing for a full range of counters collected on a per PLMN, per UL/DL, per QCI, per GBR band, per ARP basis would imply high impact on implementation and costs, with an overall number of new filtering criteria equal to 230400. If this number is multiplied for the number of cells served by an eNB, namely up to 256 cells, this means that an eNB would have to support an additional maximum value of 

230400 counters * 256 cells == ~59 million counters
It could be claimed that it is unlikely that an eNB would support 256 cells. However, even if a more realistic number of cells such as 30 is considered, one would still end up with about 6 million counters.

The situation does not improve when considering solutions in line with Option1 ([4]) or Option2 ([5]).
In fact, Option1 is based on a “collection of collections” of counters, where the final data volume report is formed by aggregation of “Option4-like” counter values. Namely, to make one counter for Option 1, there would be the need to enable multiple filtering criteria defined by a [PLMN ID, UL/DL, QCI, GBR band, ARP] tuple for each value in each of the “set of QCI”, “set of GBR bands” and “set of ARP”. 
In a simple example, if one counter has the set of QCI consisting of 3 values, the set of GBR bands consisting of 1 value, the set of ARP consisting of 1 value, there will be the need of 3 “Option4-like” counters to make a single Option1 counter.
Further, this solution has the extra burden of requiring configuration of flexibly definable sets of parameters, which imposes even more complexity at the eNB Layer2, at OAM and that exposes to the risk of uncoordinated configuration of parameter sets across eNBs (if eNBs are configured with different parameters sets the OAM cannot aggregate counters appropriately).
Therefore, Option1 has an even higher impact on implementation and cost than the already challenging Option4.

With Option 2 collection of one counter implies collection of multiple “Option4-like” counters. The difference with Option 1 is that there is no definition of “sets of values”. 
The complexity of Option 2 remains however higher than that of the already challenging Option 4. 
Option 3, defined in [6], attempted to contain the number of counters supported by an eNB by allowing filtering criteria that were made of such tuples: [PLMN ID, UL/DL, QCI] or [PLMN ID, UL/DL, GBR band] or [PLMN ID, UL/DL, ARP]. With this option the complexity of the solution reduces by several orders of magnitudes with respect to Option 4. In fact the overall number of counters to be supported by an eNB is equal to 3324. 
In an eNB with a maximum of 256 cells, this would mean to support up to 

3324 counters * 256 cells == 850944 counters

The latter figure is 3 orders of magnitude smaller than the number of counters in Option 4. Still, an increase of 850944 counters per eNB is a very considerable one!

On the basis of the analysis above it can be deduced that a large number of filtering criteria would have to be defined especially for Options 1, 2 and 4 and that the total amount of traffic sent and received by an eNB would have to be parsed through such high number of filtering criteria in order to produce the requested counters. Such mechanism consists of a considerable increase in processing power and memory availability at layers such as baseband or layer 2 in general. Layer 2 is a very sensitive layer in terms of processing power and memory because it is responsible already for processing scheduling and delivery of all traffic. A bottleneck at layer 2 would imply serious consequences at QoS and capacity level. 
Taking as an example nodes such as pico eNBs or eNBs for enterprise deployments, where processing power and costs are crucial, requirements on such high number of counters would be very challenging. Therefore, it is plausible to raise concerns on the considerable increase in complexity and costs implied by the full range of data volume counters proposed.
From the discussions carried out at the last meeting, it appears that the main filtering criteria of interest are the following:
· Collection per PLMN, per UL/DL, per QCI

· Collection per PLMN, per UL/DL, per GBR band

Assuming that an approach similar to that of Option 3 cannot be accepted, a common denominator between all solutions would be to establish data volume reporting collection on a per PLMN, per UL/DL, per QCI.

Proposal 1: it is proposed to agree to a baseline solution based on data volume reports collected per PLMN, per UL/DL, per QCI value 

The following benefits can be observed about the proposed baseline solution:

· The solution contains the number of filtering criteria to a maximum of 3072 per cell
· Filtering criteria per cell == 6(PLMNs)*2(UL/DL direction)*256(number of QCIs)==3072

· The solution is a baseline to all solutions proposed so far and does not prevent in any way further data volume enhancements
· The solution is based on collection per QCI, where QCIs can be customised by operators for any specific service that needs to be charged in a differentiated way

For example, if an MNO were interested in using data volume reports for specific services as a mean to charge MVNOs, it could define specific QCIs that would be assigned to such service. Data volume reports would then be collected for that specific QCI, which would imply also collection for the specific service (or group of services) mapped to the QCI. Such specific QCI could take into account specific GBR rates or it could be associated with specific ARP values.
Observation 1: collection of per QCI statistics allows an operator to tailor QCIs for the specific services generating differentiated charging 

The proposed solution can be the basis for a stepped approach, where a first solution is provided to enable charging between MNOs and MVNOs. More granular solutions, carrying higher complexity and costs, may be built on top of the proposed solution once the market requirements, business models, service level agreements and charging policies between MNO and MVNO will be more mature.
3   Conclusion 

In this paper a baseline solution for data volume reporting in RAN Sharing has been proposed. 
The solution has the advantage of being the common building block of all solutions so far proposed and therefore it can be easily extended to cover all proposed enhancements.

The solution has the advantages to reduce the complexity and cost of implementations and not to prevent future expansion. 

It is suggested to agree to the following proposal:

Proposal 1: it is proposed to agree to a baseline solution based on data volume reports collected per PLMN, per UL/DL, per QCI value 

It is also proposed to agree to the CR in [2]
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