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1. Introduction
RAN2 have been working on the LTE-WLAN Radio Level Integration and Interworking Enhancement WI [1] and have technically endorsed a stage-2 CR [2] for TS 36.300, which was further revised in [3] by email discussion. 
In this contribution we discuss RAN3 user plane aspects of LTE/WLAN Aggregation (LWA), which is part of the LTE-WLAN Radio Level Integration and Interworking Enhancement WI, based on the RAN2 agreements in [2] and overall WID in [1].
2. Discussion
2.1 General overview 

LWA supports collocated and non-collocated deployment scenarios, with the non-collocated deployment scenario illustrated by the following figure being the primary RAN3 focus.
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Xw is a user-plane and control-plane network interface connecting the eNB and the WLAN Termination (WT). Xw user plane interface carries downlink (and possibly uplink) PDCP PDUs between the eNB and the WT belonging to split bearers (bearers using LTE and WLAN simultaneously) and switched bearers (bearers using either LTE or WLAN at a time).

NOTE: RAN2 is yet to agree whether switched bearers are a subset of split bearers or not, i.e. whether switched bearers require additional signalling.

Our first observation is that LWA functionality is very similar to DC split bearer architecture and functionality, with the WT replacing the SeNB. Therefore, we believe it is beneficial to model the LWA architecture and protocols based on DC to the extent possible, while taking into consideration the differences between LTE and WLAN.

Observation 1: LWA split bearer functionality is very similar to DC split bearer functionality, at least from the RAN3 perspective.

Proposal 1: Whenever possible, to model LWA architecture and protocols based on DC.

Making LWA similar to DC significantly reduces standardization effort and eNB implementation impact.

In the following sections we address different aspects of Xw user plane interface that RAN3 need to discuss. 
2.2 User plane transport protocol

The current text of the running CR assumes that GTP-U is used as a transport protocol to transfer PDCP PDUs between the eNB and the WT, as per [2]:

“The Xw user plane interface (Xw-U) is defined between eNB and WT. The transport layer for data over Xw-U is built on IP transport and GTP-U over UDP over IP is used to transport the data streams (final decision on Xw transport is up to RAN3).”
This minimizes both standardization and eNB implementation impact, since the above functionality is very similar if not identical to what is required by DC. 

It is therefore proposed to define a Xw interface user plane protocol based on X2 interface user plane protocol specified in TS 36.424 [4].

Proposal 2: to define a Xw interface user plane protocol based on X2 interface user plane protocol specified in TS 36.424 [4].
Similarly to DC, the following transport protocol stack can be used on Xw:
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Figure 1: Transport network layer for data streams over Xw
So far we have not identified any major differences between X2 data transport and Xw data transport.

Observation 2: we have not identified any major differences between X2 data transport and Xw data transport.
Observation 3: using X2 data transport as a baseline for Xw assumes that Xw-AP protocol, similar to X2-AP, is defined.
2.3 Feedback/flow control

RAN2 agreed that Xw interface must support flow control, as per [2]:

“The Xw-U interface supports the flow control function based on feedback from WT.”

The flow control is needed in order for the eNB scheduler not to overflow/underflow WT buffers, to decide on the appropriate ratio split when split bearers are used and also to avoid that more than half the PDCP sequence number space is brought in flight.
Flow control required for LWA is very similar to X2 Downlink Data Delivery Status used for DC and therefore it is proposed to define a similar procedure.
Proposal 3: to define Xw flow control mechanism similar to X2 Downlink Data Delivery Status mechanism specified in TS 36.425 [7].
For DC, Downlink Data Delivery message contains the following information:

a)
the highest PDCP PDU sequence number successfully delivered in sequence to the UE among those PDCP PDUs received from the MeNB;

b)
the desired buffer size in bytes for the concerned E-RAB;

c)
the minimum desired buffer size in bytes for the UE;

d)
the X2-U packets that were declared as being "lost" by the SeNB and have not yet been reported to the MeNB within the DL DATA DELIVERY STATUS frame.

The same information can be used by the eNB scheduler for LWA, as a baseline.
We note that additional metrics such as exchange of UE throughput history information between the WLAN and eNB schedulers may be beneficial in improving UE throughput performance, in particular the cell-edge throughput. This feature along with associated performance benefits was discussed in the context of dual connectivity in [5] and [6], but was not adopted. Results shown in the Appendix indicate that exchange of UE throughput information history can be beneficial for LWA performance enhancement and should be considered for adoption.  At least the UE WLAN throughput history information should be made available to the eNB scheduler, as even this limited exchange of throughput history can be beneficial for the LWA scheduler at the eNB
Proposal 4:
to consider supporting exchange of UE throughput history information between the eNB and the WT. 
Observation 4: using X2 Downlink Data Delivery Status mechanism as a baseline for X2 Downlink Data Delivery Status assumes that Xw DL USER DATA procedure (similar to X2-U) with Xw-U specific sequence number information is defined for Xw.
2.2 RAN3 TS structure

The WID [1] contains the following RAN3 TS:
	37.XXA
	Evolved Universal Terrestrial Radio Access Network (E-UTRAN) and Wireless LAN (WLAN); Xw general aspects and principles



	37.XXB
	Evolved Universal Terrestrial Radio Access Network (E-UTRAN) and Wireless LAN (WLAN); Xw layer 1



	37.XXC
	Evolved Universal Terrestrial Radio Access Network (E-UTRAN) and Wireless LAN (WLAN); Xw signalling support



	37.XXD
	Evolved Universal Terrestrial Radio Access Network (E-UTRAN) and Wireless LAN (WLAN); Xw application protocol (XwAP)



	37.XXE
	Evolved Universal Terrestrial Radio Access Network (E-UTRAN) and Wireless LAN (WLAN);

Xw data transport

	37.XXF
	Evolved Universal Terrestrial Radio Access Network (E-UTRAN) and Wireless LAN (WLAN);

Xw interface user plane protocol


This TS structure is modelled based on X2 and DC specifications. Since the functionality required for LWA is similar to DC, it is proposed to define the same TS structure and allocate TS numbers for the above specifications.

Proposal 5: to adopt the same TS structure for LWA as for X2 and DC.

2.4 LWA adaptation 

RAN2 have agreed to define a new LWA adaptation layer which is responsible for adding a LWA header, carrying the bearer identifiers of bearers moved to WLAN. The following figure illustrates the case in which the LWA adaptation layer is implemented in the WT.
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Alternatively, the LWA adaptation can be implemented in the eNB. The choice between the two alternatives is a trade-off between eNB impact and WT. However, since WT is a new node we believe that it makes more sense to minimize the eNB impact and to define a LWA adaptation layer in WT.
Proposal 6: to agree that WT contains the LWA adaptation layer.

3. Conclusion and Proposals
In this contribution we make the following observations:

Observation 1: LWA split bearer functionality is very similar to DC split bearer functionality, at least from the RAN3 perspective.

Observation 2: we have not identified any major differences between X2 data transport and Xw data transport.
Observation 3: using X2 data transport as a baseline for Xw assumes that Xw-AP protocol, similar to X2-AP, is defined.
Observation 4: using X2 Downlink Data Delivery Status mechanism as a baseline for X2 Downlink Data Delivery Status assumes that Xw DL USER DATA procedure (similar to X2-U) with Xw-U specific sequence number information is defined for Xw.

We further propose to agree the following:
Proposal 1: Whenever possible, to model LWA architecture and protocols based on DC.

Proposal 2: to define a Xw interface user plane protocol based on X2 interface user plane protocol specified in TS 36.424 [4].
Proposal 3: to define Xw flow control mechanism similar to X2 Downlink Data Delivery Status mechanism specified in TS 36.425 [7].
Proposal 4: to consider supporting exchange of UE throughput history information between the eNB and the WT. 
Proposal 5: to adopt the same TS structure for LWA as for X2 and DC.

Proposal 6: to agree that WT contains the LWA adaptation layer.
And to update the stage-2 TS 36.300 running CR accordingly.
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A1. Appendix 

In this section we evaluate the performance of an ideal bearer split scheme, and consider the throughput improvement obtained if the eNB scheduler has knowledge of WLAN throughput history.  The WLAN scheduler is assumed to operate without the corresponding information from the eNB scheduler.    3GPP evaluation methodology as described in 3GPP 36.814 and 36.819 is used in our evaluation and detailed simulation assumptions are given in Section A1.1. The average and 5th percentile cell edge performance with and without knowledge of WLAN throughput history is compared in Figure 1.
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Figure 2:    Average and cell-edge throughput comparison with and without WLAN throughput information at the eNB scheduler. The low, medium and high utilizations correspond to 20%, 40%, and 60%.    

Results in Figure 1 show that the availability of WLAN throughput information at the eNB scheduler, results in substantial improvement in cell-edge throughput performance.  Further improvements are also feasible with fully cooperative exchange of throughput history across both schedulers. 

A1.1 Simulation Assumptions 

	LTE

	Topology
	7 cell wrap-around (Het-Net deployment w/ non-collocated LTE macro cell and WiFi-only small cells.  Ideal backhaul.1 macro cell and 5 WiFi AP/sector,  10/20/30 UEs/sector

	Cell Association 
	User associate with WiFi AP if minimum MCS rate is be supported. 

	UE dropping
	Clustered

	LTE Carrier Frequency 
	2 GHz (macro-cell), 

	Channel/UE speed
	[IMT] UMa Macro, UMi Pico, UE speed= 3 km/hr

	LTE mode
	Downlink FDD; 20 MHz for DL 

	No. antennas (macro, pico, UE)
	(2, 2, 2)

	Antenna configuration
	macro, small cell: co-polarized, UE: co-polarized (||-->||)

	Max rank per UE
	2 (SU-MIMO)

	UE channel estimation
	Ideal

	Feedback/control channel errors
	No Error

	PHY Abstraction 
	Mutual Information 

	Scheduler
	Proportional-Fair Scheduler 

	Scheduling granularity
	5 PRBs

	Traffic load
	Non full buffer with 3GPP FTP traffic model 3 (lambda = 1, i.e., exponentially distributed inter-arrival  time with mean 1 s, and fixed file size of  0.5  MB/file). 

	Receiver type
	Interference unaware MMSE

	Feedback periodicity
	10ms

	CQI & PMI feedback granularity  in frequency
	5 PRBs

	PMI feedback
	3GPP Rel.-10 LTE codebook (per sub-band)

	Outer loop for target FER control
	10% PER for 1st transmission

	Link adaptation
	MCSs based on LTE transport Format

	HARQ scheme
	CC

	WiFi

	WiFi Parameters
	802.11n, WiFi APs are uniformly distributed within the macro cell sector.

	WiFi Frequency, Channelization 
	2.4 GHz band, 3 frequency bands, 20 MHz channels; least power based channel selection 

	AP Transmit power
	20dBm; 

	WiFi mode
	Downlink only.

	TX-OP 
	1ms

	PHY Abstraction
	RBIR 

	Scheduler 
	Round-Robin 

	MPDU Size
	1500 Bytes
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