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1 Introduction 
Selective Overload handling in GWCN RAN Sharing cases with S1 OVERLOAD START/STOP procedure was standardised [1]. Accordingly, an MME is able to indicate load per PLMN granularity so that overload situation of one sharing operator will not have an adverse effect on other sharing operators. Similarly, MME load balancing within a pool has to be facilitated per PLMN granularity. To facilitate this, Relative MME Capacity has to be indicated per PLMN granularity and hence enhancement is needed to S1 Setup Response and MME Configuration Update messages. .

In RAN3 #88, there was an attempt to employ one dedicated MME per sharing operator [2] through MMEC and PLMN-ID mapping and this can result in spare capacity of an MME not being used and Single point of failure. Further, this approach can affect current NNSF functionality.
In order to be in line with S1 OVERLOAD Start/Stop related enhancement and to keep the current NNSF functionality intact, this contribution highlights that S1 SETUP RESPONSE and MME CONFIGURATION UPDATE need to be enhanced to indicate Relative MME capacity per PLMN granularity.
2 Discussion

2.1 Support for per Operator based NNSF 
MME notifies "Relative MME Capacity” (i.e., Weight Factor) with respect to other MMEs in the MME Pool for the purpose of helping eNB select the right MME for a given UE while allowing better MME load balancing with an MME pool. For example, consider that MMEs within a pool are loaded in the following manner: MME1 (Relative Capacity = 40), MME2 (Relative Capacity = 60), and MME3 (Relative Capacity = 80). In this example, the weight ratio of MME1:MME2:MME3 is 2:3:4 and eNB will consider this while selecting an MME for a given UE that tries to connect to a network.
Given the purpose of Relative MME capacity IE, there is a need for an eNB to know this capacity Information per Operator in the case of GWCN. If S1 OVERLOAD Start/Stop is enhanced to indicate load per PLMN-ID, similar modifications are necessary for other procedures too.
Any attempt to employ one dedicated MME per sharing operator [2] through MMEC and PLMN-ID mapping and this can result in spare capacity of an MME not being used and modify the normal NNSF behaviour that gets input from Relative MME capacity.
Observation 1: Use of dedicated MME per PLMN-ID can lead to resource wastage and Single point of failure while impairing current NNSF behaviour.
2.1.1. Problem description:

a)
Existing mechanisms does not allow an MME to Signal its Relative capacity per PLMN-ID granularity to an eNB. This existing mechanism does not consider load per operator and hence, can result in improper load balancing.
2.1.2 Solutions:

Following high-level solutions have been identified for (a):

1) Relative MME Capacity by an MME in GWCN has to be signalled per PLMN ID by taking current Load per PLMN ID into consideration as there is no way to repeat S1 Setup Response and MME Configuration update individually per PLMN-ID
Proposal 1: Relative MME capacity has to be indicated per PLMN-ID.
3 Conclusion and proposals
After highlighting possible NNSF related problem in RAN Shared Situations, this paper further examined in terms of how they can be rectified while being in line with the recent agreement made in relation to S1 OVERLOAD START/STOP procedures. Based on this, this paper makes an Observation and a proposal:
Observation 1: Use of dedicated MME per PLMN-ID can lead to resource wastage and Single point of failure while impairing current NNSF behaviour.
Proposal 1: Relative MME capacity has to be indicated per PLMN-ID.
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