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1
Introduction

At RAN3#85bis, data forwarding for split bearer was discussed along R3-142396 [1]. As there was no agreement on the content of the paper an email discussion has been conducted. No agreement could be reached there as well.
We tried to look at the discussions in [1] in a bit more elaborated way and have tried to identify the requirements for a scenario outlined there that tried to show one drawback of the current architectural assumptions for the split bearer option in case of a DC deployment that foresees to deploy a macro node that serves as a central C- and U-plane hub for an underlying small-cell cluster, going well beyond assumptions in TR 36.842 [2] where simulations concerning resource aggregations were led with 4 pico cell underneath a macro cell. 

2
Discussion

2.0
Outline of the deployment scenario in R3-142396 [1]
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Figure 0: Deployment scenario as depicted in [1]

Two aspects where discussed in [1]:

1.
whether it is feasible for the MeNB to buffer all the data

2.
the implication of X2 signalling and MeNB processing when the MeNB buffers all the data.

Note: during the email discussion main debates were on the 1st aspect.

2.0.1
MeNB buffer aspect
As shown in Figure 0, for each SeNB, the MeNB would need to buffer roughly the BDP (bandwidth – delay – product). If one eNB is the MeNB for multiple SeNBs, the buffer requirements would be added linearily.
[1] claims, that this represents a scalability issue. There is one aspect in [1] that is interesting when it comes to agreements during the study phase. It is stated that (quotes from [1], reformatted by the author):

a)
Since it is assumed that one macro-eNB accommodates many small cells, it is not realistic to accommodate such huge data in one eNB, which introduces the less-scalability of MeNB, i.e., the number of the connected SeNB will be limited. 

b)
This has already been identified during RAN2 discussion on selection of UP architecture for Dual Connectivity [3]. 

c)
In the discussion, the 2 options were discussed, Split at PDCP and Split at RLC. However, the Split at PDCP was finally agreed and the one of the reasons is the relaxation of the buffer requirement in MeNB. Thus, if data forwarding for split bearer is not allowed, the benefit of Split at PDCP over Split at RLC will be diminished.
The following can be commented on a)-c)

ad a) as stated in the introduction already, concerning throughput the related simulations in TR 36.842 [2] assumed 4 pico cells underneath a macro cell.

ad b) reference 3 in [1] points to a document that was not treated in RAN2.

ad c) the assertions above on the “relaxation of the buffer requirement in MeNB” seems to be probably a  misunderstanding and quotes benefits from other options. The buffer requirements were clearly understood as a consequence from choosing option 3C, see [2].

Interestingly, the fact that data forwarding doesn’t have to be performed for 3C was identified in TR 36.842 [2] as one of the benefits.

Observation 1 In contrast to the assertions in R3-142396 [1], the selection of option 3C during the Study Item phase was performed in full awareness of the drawbacks in terms of MeNB buffer requirements. In addition, the fact that data forwarding doesn’t have to be performed for 3C was identified as one of the benefits.

2.0.2
Derived definition of the deployment scenario
The proponents of the deployment variant claim that especially for network-deployments with large, central MeNBs, which serves a substantial amount of SeNBs in a kind of hierarchical network setup, the MeNB would need to provide a large amount of buffer resources, which should be avoided. It is understood that the split-bearer variant is utilised in order to achieve both, minimisation of S1-MME signalling (intra-small-cell-cluster mobility is not visible to EPC) and increased DL throughput-gain (in case MCG and SCG resources can be used jointly).

The deployment scenario as hinted in [1] can be summarised as follows: 

1)
allow a central (macro) eNB to serve as a C- and U-plane hub for eNBs serving small cells. 
a)
C-plane mobility is hidden from the EPC by keeping the S1-MME and RRC termination in the central eNB that serves as the MeNB for all UEs, using features developed for DC in Rel-12.
b)
U-plane mobility is hidden from the EPC by applying the split bearer option requiring user plane data to pass via X2-U between the central (M)eNB and the (S)eNBs serving small cells.

2)
to not keep copies of PDCP PDUs in the MeNB until the MeNB receives the feedback that those PDCP PDUs have been successfully transmitted in sequence to the UE.
3)
to allow PDCP PDUs to be forwarded back to the MeNB (or any other indicated destination) in case the SCG part of the split bearer is released and PDCP PDUs are still available in the SeNB buffer.

4)
to not foresee means to allow to recover from X2-U losses (loss might be detected with X2-UP protocol means). 
This paper analyses the claimed advantages and draws final conclusions in the following chapters.
2.1
Scalability challenges of a central eNB deployment

[image: image2.emf]”central eNB”

serving a cluster of n ”small eNBs”

+n*X2-C terminations & 

processing capacity

+n*X2-U terminations

physical provision of U-

plane capacity

+n*S1-MME term. & 

processing capacity

maintaining neighbour 

relations, SON etc.

HO and DC related 

signalling capacity

n*GTP-U and X2-UP 

processing

+n*S1-U terminations

+n*RRC-processing

+n*MCG resources for 

split bearers

Serving UEs in RRC_ 

CONNECTED,paging load,...

Serving UEs in connected 

mode

At least DL resources

Aspect of 

PDCP buffer 

size


Figure 1: main scalability challenges of an “central eNB”

We would first need to look into this deployment scenario which foresees a “central” eNB serving a rather large cluster of small cells.

Figure 1 tries to depict a selection of main challenges, comprising resources for handling C- and U-Plane, S1, X2 and Uu interface processing.

As one can see, the central nature of such a special eNB does not allow to decentralise the HW/processing resources towards the small-cell eNBs for the majority of functions.
All HW/processing resources dealing with connectivity to the SeNB scale more or less linearly with the number of eNBs serving the cluster.

Now, looking at the main argument for introducing protocol means for data forwarding for split-bearer, i.e. the amount of PDCP buffer memory necessary to be provided in the MeNB, one can see, that this concerns HW and processing resources, which is only a fraction of the overall effort to be spent to implement such a special eNB. So, the scalability issue is not only concerning the memory size for MeNB buffers but all other aspects of the central eNB as well.
Observation 2 The scalability issue raised as the main argument for introducing data forwarding for split bearers represents only a single aspect of the overall HW- and processing resources necessary to implement such a special central node. In fact it seems that the gains in terms of better scalability are at least not as significant as originally claimed.
Proposal 1 Reconsider the main technical argument that used to be regarded as the major driver for the split bearer data forwarding proposal.
2.2
Split bearer to handle mobility of a small cell cluster – not visible to the CN
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Figure 2: MCG & SCG resources for a UE for the split bearer option

Apart from throughput gain, achievable by aggregating MCG and SCG DRB resources for a single EPS bearer, the split bearer option also has a nice advantage in terms of reducing mobility signalling towards the EPC. As long as the UE stays within the small cell cluster that is overlaid by a macro cell the S1-MME and S1-U terminations are kept in the MeNB.

If the main driver for this centralised deployment is reducing mobility signalling towards the EPC and the split bearer option shall be used for that, one could configure just “dummy” MCG DRB resources, while the user plane traffic is actually served by the SCG resources.

We believe that the SCG bearer option would be a better choice for that, as it foresees the PDCP entity to be located at the SeNB – the natural place to be in case the whole user plane traffic should be served by the SeNB and the macro cell only serves those remaining spots that are not covered (cover-able) by the small cell cluster.
In order to achieve the same advantages in terms of reduced impact towards the CN in case of intra-cluster mobility, one can easily imagine an implementation, where the MeNB hosts a GTP-U GW which hides inter-SeNB bearer mobility from the CN. The EPC will always see the same GTP-U tunnel addresses at the MeNB, whereas the GTP-U GW would act as a SGW towards the SeNBs. 
If an assumed almost-ideal backhaul (in terms of latency, loss probability and throughput) can afford split bearer operation in this centralised deployment, it can for sure afford SCG bearer operation with an GTP-U GW in the central MeNB, as this kind of centralised U-Plane deployment would be anyhow available, interworking would just occur at GTP/S1-U level. See Figure 3 below:

[image: image4.emf]Central 

(M)eNB

MME S-GW

SeNB

UE

UE Ctxt

GTP-U GW

Inter 

working

S1-MME

X2-C

S1-U

S1-U

DRB on SCG

RRC


Figure 3: realisation of the SCG bearer option with a central eNB hosting a GTP-U GW to hide S1-U mobility
Observation 3 If the main driver for the “central eNB” deployment is reduced mobility signalling towards the EPC, a much better solution would be to use the SCG bearer option and deploy a GTP-U GW at the MeNB that would act as a SGW towards the SeNBs.

2.3
Central eNB deployment and achievable throughput enhancements with split bearer option

We would like to provide the following three considerations for split bearer operation:

1)
The per-UE throughput gain achievable for split bearer operation is dependent on the contribution coming from both the SCG and the MCG. If for a given required UE bit-rate the MCG can only offer, let’s say 20% for throughput aggregation, the achievable gain is for sure less than if the MCG can contribution the half.

2)
It can be assumed that split bearer operation wouldn’t make sense, if in fact the major contribution for split bearer operation would come from the SCG only. 

3)
The MCG resources that the central MeNB is able to offer for split bearer operation cannot be assumed to be unlimited.

Taking those three considerations into account, we can conclude:

Observation 4 The buffer deployment requirements for a “central” eNB offering MCG resources for an assumed large number of SCGs by means of the split bearer option is not dependent on the number of SCGs but on the data-rate that can be offered by MCG resources for split bearer operation. The central argument in R3-142396 [1] that the required buffer size in the MeNB is increased proportionally as the number of the connected SeNBs is increased is not valid.
Proposal 2 Do not standardise data forwarding for the split bearer option.
3
Summary and Conclusion
Observation 1
In contrast to the assertions in R3-142396 [1], the selection of option 3C during the Study Item phase was performed in full awareness of the drawbacks in terms of MeNB buffer requirements. In addition, the fact that data forwarding doesn’t have to be performed for 3C was identified as one of the benefits.
Observation 2
The scalability issue raised as the main argument for introducing data forwarding for split bearers represents only a single aspect of the overall HW- and processing resources necessary to implement such a special central node. In fact it seems that the gains in terms of better scalability are at least not as significant as originally claimed.
Observation 3
If the main driver for the “central eNB” deployment is reduced mobility signalling towards the EPC, a much better solution would be to use the SCG bearer option and deploy a GTP-U GW at the MeNB that would act as a SGW towards the SeNBs.
Observation 4
The buffer deployment requirements for a “central” eNB offering MCG resources for an assumed large number of SCGs by means of the split bearer option is not dependent on the number of SCGs but on the data-rate that can be offered by MCG resources for split bearer operation. The central argument in R3-142396 [1] that the required buffer size in the MeNB is increased proportionally as the number of the connected SeNBs is increased is not valid.


Proposal 1
Reconsider the main technical argument that used to be regarded as the major driver for the split bearer data forwarding proposal.
Proposal 2
Do not standardise data forwarding for the split bearer option.
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