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1. Introduction
In RAN3#85, several agreements on X2 messages to support the inter-eNB CoMP were reached [1],[2]. 
A list of open issues were identified.
In the following we provide our views along with the required message structure.


2. Discussion
2.1	CoMP Hypothesis for inter-eNB CoMP
Each CoMP hypothesis (CH) contains a hypothetical resource allocation for a cell that is not necessarily controlled by the receiving eNB. The design of signaling associated with such CoMP hypotheses and associated benefit metrics must facilitate both centralized and distributed RRM. The use cases in both centralized and distributed RRM is described in the appendix. Our preference for computing the benefit metric on a linear scale is justified there.
We next present our view on the coding structure of the CoMP hypothesis. 
From the agreements made so far ([1] and [2]), it is clear that a benefit metric is associated with multiple CoMP hypotheses, where each CoMP hypothesis indicates a resource allocation in the frequency domain (on a per-RB basis) as well as the time domain (across multiple sub-frames). 
The guiding principle behind benefit metric was that it could be used to convey the change in a utility function in a succinct manner. The utility function usually depends on several factors such as queue sizes, channel states, priorities (or QoS classes) of the users being served by that eNB or cell. 
The benefit metric has the potential to convey the change resulting from a hypothetical resource allocation, without the need of signaling all the constituent terms of the utility function. However, this potential can be realized only if the benefit metric value represents a fine enough quantization. Moreover, a potentially serious drawback of not having a benefit metric field that allows for a fine quantization of the utility change is that it can lead to oscillatory behavior in distributed coordination. 

It is apparent that the amount of information we can convey using a single benefit metric value (effective quantization level) becomes increasingly diminished as we include more hypotheses in the CoMP hypothesis set, as well as when we increase the choices (possibilities) of the resource allocation that can be conveyed by each hypothesis. Thus, the predominant use case would be to have a limited CoMP hypothesis set size (which is controllable with the maximum being 32) and have limited choices of resource allocation possibilities conveyed by each hypothesis.
This can be achieved by conveying resource allocation associated with each hypothesis across frequency (on a per-RB basis) and over one (or a few) sub-frames in the time domain (via a list). The pattern represented by the list is understood to be  repeated continuously. Furthermore, it is sensible to restrict all patterns (corresponding to different hypotheses in the set) to have the same size in terms of the number of sub-frames spanned by them. Such a design permits all the flexibility needed by the typical use-cases and also achieves overhead reduction. We further note that patterns of unequal sizes also complicate the benefit metric computation. This design is described in our text proposal.
3. Conclusion
In this contribution we discussed the necessary X2 message to support the inter-eNB CoMP and presented corresponding text proposals. 
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Text Proposal:

9.2.xx	CoMP Information
This IE provides the list of CoMP hypothesis sets, where each CoMP hypothesis set is the collection of CoMP hypothesis(ses) of one or multiple cells and each CoMP hypothesis set is associated with a benefit metric.9.2.xy	CoMP Hypothesis Set
This IE provides a set of CoMP hypotheses. A CoMP hypothesis is hypothetical PRB-specific resource allocation information for a cell.


9.2.xx	CoMP Information
This IE provides the list of CoMP hypothesis sets, where each CoMP hypothesis set is the collection of CoMP hypothesis(ses) of one or multiple cells and each CoMP hypothesis set is associated with a benefit metric.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CoMP Information Item
	
	1 .. <maxnoofCoMPInformation>
	
	

	>CoMPHypothesisList Size
	M
	INTEGER (1..40,...)
	
	The size (cardinality) of each CoMP Hypothesis list in the CoMP Hypothesis set.

	>CoMP Hypothesis Set
	M
	
	9.2.xy
	

	>Benefit Metric
	M
	
	INTEGER (-101..100, …)
	Value -100 indicates the maximum cost, and 100 indicates the maximum benefit.
Value -101 indicates unknown benefit. The value is computed on a linear scale, 

	CoMP Information Start Time
	
	0..1
	
	

	>Start SFN
	M
	
	INTEGER (0..1023)
	SFN of the radio frame containing the first subframe when the CoMP Information IE is valid.

	>Start Subframe Number
	M
	
	INTEGER (0..9)
	Subframe number, within the radio frame indicated by the Start SFN IE, of the first subframe when the CoMP Information IE is valid.



	Range bound
	Explanation

	maxnoofCoMPInformation
	Maximum number of CoMP Hypothesis sets. The value is 256.




9.2.xy	CoMP Hypothesis Set
This IE provides a set of CoMP hypotheses. A CoMP hypothesis is hypothetical PRB-specific resource allocation information for a cell.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CoMP Hypothesis Set Element
	
	1..<maxnoofCoMPCells>
	
	

	>Cell ID
	M
	
	ECGI
9.2.14
	ID of the cell for which the CoMP Hypothesis IE is applied.

	>CoMP Hypothesis List
	M
	1..< CoMPHypothesisListSize >
	 
	The size of the CoMP Hypothesis List shall be same for all Cells as indicated in the  CoMPHypothesisList Size IE

	>>CoMP Hypothesis
	M
	
	BIT STRING (6..110, …)
	Each position in the bitmap represents a PRB (i.e. first bit=PRB 0 and so on), for which value “1” indicates interference protected resource and value “0” indicates resource with no utilization constraints.



	CoMPHypothesisListSize
	The number as indicated in the CoMPHypothesisList Size IE of the CoMP Hypothesis Set Element IE





Appendix

Use of special value
In centralized RRM a typical use of CoMP hypothesis (CH) set would be a mandatory resource allocation that each cell indicated in the respective CH will (or must) follow, whereas in a distributed RRM scenario the CH would be a request which the indicated cell may or may not follow. As a result, using a special value of the associated benefit metric to indicate whether the constituent resource allocations are mandatory or not, is desirable. This is also useful when the CH is sent to the eNB not controlling the indicated cell, since then the latter eNB can have more information about the possible resource allocation of neighboring cells, to make its own resource allocation decision.   An example of centralized coordination is given in Fig.1, and that of a distributed coordination is given in Fig. 2. Note that in the distributed case, eRNTP can be used to convey the resource allocation decisions. 
[image: ]
Fig.1 Example of centralized CoMP coordination via CoMP hypothesis and Benefit metric over X2 

[image: ]
Fig.2 Example of distributed CoMP coordination via CoMP hypothesis and Benefit metric over X2 

Use of Benefit Metric
We first consider the role of benefit metric in a distributed setup. In such a case the cell indicated in the associated CoMP hypothesis will typically be controlled by the receiving eNB. Then, the intention of benefit metric (as stated in RAN1 proposals such as [3]) is to help the receiving eNB gauge the benefit that will be accrued by the sending eNB, if it follows the suggested resource allocation in the associated CoMP hypothesis. The receiving eNB can then add up all the metrics it receives for a particular cell controlled by it and a particular resource allocation, and compare the sum against the gain or loss it might incur, in order to decide the resource allocation for its cell. For the receiving eNB to make a decision that will lead towards a social optima, it should have information about the loss it can cause to other eNBs by certain allocation (such as power boosting on some PRB that was muted previously in response to a request). This point is illustrated in Fig. 3. Moreover, in the case the cell identified by the sending eNB is controlled by the sender, a negative value can be used to convey the loss the sending eNB can incur by muting a certain resource.
In this context, we note that comparing different benefit metric values for a given (hypothetical) resource allocation is simplified if these values are computed using a linear scale. In that case we can simply add the values together (after scaling or shifting) to assess the net benefit (or cost). The scaling or shifting parameters (if needed) can be determined by each eNB based on previously received reports. The other option is for an entity (operator) to provide each eNB with a loop-up-table corresponding to each  of its neighbors, which that eNB can use to first map each received benefit value to an estimated value using the appropriate look-up-table and then compare the estimated values. We slightly prefer the first option since the second one is more complex. 
[image: ]
	Fig.3  Note that if only ``gains” can be conveyed via benefit metric, eNB2 cannot obtain the information about the loss it can cause to eNB1 by increasing its power. Consequently, such an increase in power would have to be done unilaterally by eNB2 which is undesirable.     
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