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Discussion
1 Introduction 
As part of the Multi-RAT Joint Coordination, it was identified that the current load balancing does not consider IDLE-MODE UEs [1]. Hence, it was argued that there is a need for IDLE-MODE Load balancing [2]. Similar discussion has taken place in RAN2 in a different context [3]. The Objective of this contribution is to justify that there is always a merit in evenly distributing IDLE MODE UEs across cells if we are to contain unnecessary CONNECTED-MODE Signalling and to provide some texts proposal for a possible inclusion in TR 37.870. 

2 Discussion

2.1 Why IDLE-MODE Load Balancing:

The primary objective of any load balancing mechanism is to maximize per-user throughput while enabling an operator to get much out from the scarce resources. This is possible by achieving and maintaining a sound balance in CONNECTED-MODE. This can enable a eNB to take QoS, UE resource situation and measurements in to consideration so that relocated UEs for instance will not be negatively impacted. Although even distribution of IDLE-MODE UEs is discussed to be achieved across different carriers in multi-carrier deployment and/or across different cells in HetNET deployment, this is needed in normal deployment across two eNBs or even across cells belonging to different RATs.
When IDLE-MODE UEs try to become Active, more resources are wasted by the overload control measures in addition to causing longer service delay introduced by access barring and the chance of service interruption is also increased. Hence, it is beneficial to proactively distribute IDLE-MODE UEs before active traffic overload and/or access overload happens. If, on the other hand, load imbalance is redressed using redirection or active HO after call establishment, additional signalling overhead can increase the chance of HO delay or lead to failure caused by the limited availability of control channel (e.g. PDCCH) resources.
Observation 1: CONNECTED-MODE Load balancing can be eased by IDLE-MODE UE load balancing 
Proposal 1: RAN3 is kindly requested to decide on whether IDLE-MODE Load balancing is required.
2.2 How to Measure IDLE-MODE Load:

It is thus now understandable that it is always worth to (re)distribute IDLE-MODE UEs across cells. However, there does not exist any standardized way to determine the imbalance in terms of IDLE-MODE UE distribution or to get an accurate count of IDLE-MODE UE distribution in a given cell. In order for the IDLE-MODE load balancing to work in a consistent and uniform manner across different RATs in a multi-vendor deployment, it is important to use a standardized metric, methodology to measure IDLE-MODE UE distribution in a given cell. 

This section explores different mechanisms that can be employed to estimate the number of IDLE-MODE distribution in a given cell:
· Statistical that can be derived from the Live Load – each Operator can have a different weight factor. 
· Rough estimate is possible by considering the following UE Related Signalling (RAN 2 related measurements): 
· Learn from RRC Connection Establishment cause (Attach, Detach and TAU uses MO-Signalling) – ATTACH and TAU Results in EMM-REGISTERED STATE – but corresponds to RRC IDLE MODE
· Number of Incoming/outgoing HO: An eNB can count the number of incoming HO and outgoing HO. Also, it can take count of connection releases happening together with new Service Request related connection establishment. 
· Idle mode mobility estimation: from Rel-8 the eNB can keep the UE history information which includes the LastVisitedCellInfo (max 16 cells) and would transfer it at handover. In Rel-12, it has been agreed that the UE reports the mobility state (mobilityState) at RRCConnectionSetupComplete. Also the UE may report the mobility history information, which includes history information during IDLE (and CONN) mode, after RRC connection setup procedure. Using this information, the eNB could estimate the UE moving speed. When the eNB indicates the RRC connection release for a UE, the eNB may be able to estimate how long this UE will be staying in the cell based on the estimated speed. 
· Number of UE with “delay-tolerant” access: In Rel-10, new EstablishmentCause “delayTolerantAccess” was introduced for MTC UE. Also, in Rel-11 Extended Access Barring(EAB) in SIB14 was introduced for delay tolerant access. So, taking into account the (main) purpose for supporting the delay tolerant access, those UEs will be (or most likely) stationary UEs, e.g. smart meter. The eNB can consider those UEs will be staying in the same cell normally.
· Paging requesting All IDLE-MODE UEs to Respond can be used for Accurate estimate, but it can lead to sudden congestion while wasting resources.
Alternatively, there can be a different mechanism to assess the imbalance – RAN2 can be contacted in future for this purpose.

Proposal 2: RAN3 is kindly requested to decide whether a standard metric is needed to measure the imbalance in terms of IDLE-MODE UE distribution in a given cell.
2.3 Distributed VS Centralised Load balancing:

IDLE-MODE load balancing can be enacted in a distributed manner like in Mobility Load Balancing (MLB). On the other hand, in case centralized coordinator is fed with IDLE-MODE load information per cell, it can execute traffic steering. 
Proposal 3: RAN3 is kindly requested to decide whether centralized or distributed IDLE-MODE load balancing is preferred.

3 Conclusion and proposals

After highlighting the important of IDLE-MODE load balancing, this contribution explores in terms of how IDLE-MODE load can be measured per cell and wonders whether a centralised OR distributed IDLE-MODE load balancing is preferred. Based on this, this paper makes the following Observation, proposals and provides a text proposal:

Observation 1: CONNECTED-MODE Load balancing can be eased by IDLE-MODE UE load balancing 

Proposal 1: RAN3 is kindly requested to decide on whether IDLE-MODE Load balancing is required.

Proposal 2: RAN3 is kindly requested to decide whether a standard metric is needed to measure the imbalance in terms of IDLE-MODE UE distribution in a given cell.

Proposal 3: RAN3 is kindly requested to decide whether centralized or distributed IDLE-MODE load balancing is preferred.
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5 Text proposal

	*** Fist change ***


6.z
Support for IDLE-MODE Load Balancing 
Recently greater focus is given in RAN2 and RAN3 to perform IDLE-MODE Load balancing to reduce unnecessary signalling overhead that may otherwise be incurred. In order to carry out IDLE-MODE load balancing, the following questions need to be answered:
1) How to measure IDLE-MODE load per cell/RAT so that interoperability can be ensured?
2) Decentralised or centralised IDLE-MODE load balancing is preferred? 
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