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1. Introduction
In Rel-10 and Rel-12, LIPA and SIPTO@LN were introduced. It was also agreed in TS23.401 that “paging optimisations for traffic arriving on the PDN connection used for Local IP Access without mobility or SIPTO at the Local Network with L-GW function collocated with the (H)eNB.” This contribution mainly discusses the necessary enhancements in RAN to support the paging optimization. 

2. Discussion
In SA2#82, it was agreed that the MME can identify the PDN connection for the arrived downlink data via the EPS bearer ID in the Downlink Data Notification(DDN) message. In other words, the MME can know which PDN connection the paging is for.  In Local IP Access (LIPA) scenario where the UE is using an individual PDN connection for the LIPA service, and the LIPA service is implemented with a collocated L-GW in the HeNB, the MME can use the information for paging optimization.  Normally, the paging message will be broadcast for all the cells in the whole TA, or filter by the UE allowed CSG list in case of CSG supporting. With the enhancement, the MME can determine whether the downlink data arrive on the LIPA PDN connection, and if so, it should ideally page only the HeNB with the collocated L-GW providing Local IP Access. In SA2#99, it was also clarified in [2] that similar mechanism can be applicable to SIPTO @LN case. 

In summary, the paging optimization procedure works as following:  when the paging is triggered by downlink data of Local IP Access or SIPTO@LN PDN connection, the MME should only send Paging messages to the relevant  (H)eNodeB(s) which is collocated with the L-GW or connecting to the standalone GW for LIPA/SIPTO@LN. 

There are two possible ways to implement the enhancements:
1) MME filtering: the MME only distributes the  PAGING message to related (H)eNB:

Though there is no explicit LHNID/L-GW and E-CGI mapping in S1 setup, the MME can store such information when LIPA/SIPTO@LN service is initiated. And the mapping table should not be changed in the lifetime of the S1 connection.  The MME should only distribute the Paging message to the relevant (H)eNBs when it identifies the paging is from the collocated L-GW or the standalone GW for LIPA/SIPTO@LN service. This solution only works in case of HeNB connects to the MME directly without via the HeNB-GW. 

2) HeNB-GW filtering: the HeNB-GW only distributes the PAGING message to related HeNB

In case of HeNB-GW deployment, the paging optimization is done by the HeNB-GW instead of MME.  The HeNB is hidden behind the HeNB-GW; and the MME treats the HeNB as a cell of the HeNB-GW. When the MME receives the Paging from collocated L-GW, the MME should only distribute the paging to the HeNB-GW where the HeNB connecting to. However, the HeNB-GW can’t do further filtering because only CSG membership and TAI are available in Paging message, then the HeNB-GW has no choice but send the paging message to all HeNB in the TAI with CSG membership filtering. To support the paging optimization in [1]&[2], it requires the HeNB-GW stores the mapping information the MME storage in solution 1 and the MME send the paging triggering information e.g. LHN ID or collocated L-GW IP Address in paging message.
3. Proposals
In this contribution, we analyze the remaining issues and possible solutions for paging optimization in LIPA/SIPTO@LN case. The issue is from R10 for LIPA, but considering that this is an optimization, it is proposed to discuss the context in TEI12. It is proposed for RAN3 to discuss the issues and agree the proposed solutions in section 2. If the solutions are agreed, the source company would like to submit the CR next meeting.   
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