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1
Introduction
During RAN3#81bis a number of potential issues were captured in a TR dedicated to the HNB Emergency Warning Area for UTRA. It was discussed online during the meeting that the problems raised and captured in the TR are mainly related to implementation and configuration and that therefore the standard does not show any shortfall generating interoperability issues. 
This paper expands on the concepts discussed in the last meeting and draws some conclusions.

2
Discussion

2.1
Analysis of the identified Issues
The current TR25.703 captures the following description as an identified issue concerning the HNB architecture:

-----------------------------------------------------------------------------------------------------------------------------
5.1
Issues

5.1.1 Backhaul Link Reliability and Delay

In the case of major alert types such as earthquakes, then there is an increased risk that a number of the Iuh backhaul links from HNBs to a HNB-GW, quite possibly outside operator control, will have failed. This will be detected by the HNB-GW since the tunnel keep-alives will fail, but the TR-069 OA&M system may not be fully aware because the mechanism does not maintain a permanently active connection. As a result the CBC may not be aware that the HNB and associated SAI are not reachable, and include the SAI in the address list, triggering a WRITE-REPLACE FAILURE. 

Waiting time to respond

The time before the HNB-GW can respond to a WRITE-REPLACE REQUEST also needs to be considered. In the case of a macro-cellular network with RNCs, there will be links with known quality and performance down to the NodeBs, enabling the NodeBs to respond that they have broadcast messages in a reasonably grouped time range. 

However in the case of consumer HNB there is the likely deployment scenario where the Iuh link is over backhaul that the operator may have no control over, and be of limited quality (e.g. DSL). Consequently SABP messages from HNB to HNB-GW indicating a successful broadcast may occupy a much wider time range than in the macro-cellular case. 

This raises the issue of how long a HNB-GW should wait until it sends a COMPLETE or FAILURE message detailing success or failure for all the SAIs that were included in the original WRITE-REPLACE message, or whether a mechanism is needed to allow a HNB-GW to respond with more than one message to keep the CBC informed of status in a timely fashion.

Current 3GPP specifications do not specify either how long a HNB-GW should wait before responding with a WRITE-REPLACE response (COMPLETE or FAIL), or whether the HNB-GW should forward individual responses or aggregate responses from individual HNBs that it serves.

Consequently there is an issue to consider how to handle the delay range impacts of this deployment scenario and whether specification clarification or modification is needed.

-----------------------------------------------------------------------------------------------------------------------------
When deploying HNBs an operator should guarantee that the backhaul serving the HNB can support a minimum level of robustness, QoS, and reliability that could ensure correct system behaviour. Indeed this is the way many operators choose to deploy HNBs when residential backhaul connections are used.

Indeed, if a backhaul is of such poor performance that basic operations cannot be run, a number of problems would raise, none of them due to the fact the standard is affected by technical shortfalls. For example, an unreliable backhaul could prevent connection to the OAM system and therefore impeding localisation of the HNB before starting transmission over the air (this would prevent the HNB to go operational); a low performance backhaul would prevent robust emergency services support and mobility.
Observation 1: The standard cannot be modified to address cases where the backhaul connection is not properly dimensioned to allow appropriate functioning of the system’s features.

Moreover, it is purely a matter of implementation how long the HNB GW shall wait for responses to arrive from HNBs before responding to the CBC. Clearly, the lower the performance of the backhauls that are allowed to be used within the HNB system, the higher the HNB GW needs to wait for messages to arrive. This is only logical, because to run a system able to use low performance and cheap connections the design constraints on the nodes increase. 
The same reasoning can be applied over the Iub interface for NodeBs, where it is not correct to say that “there will be links with known quality and performance”, but where solutions existto support more flexible deployments with low performance backhauls and where the implementation of RNCs and NodeBs is made fit to address such constraints.

Observation 2: How to handle procedures subject to long delays due to low backhaul performance is purely up to implementation 
Conclusion1: It is purely a deployment choice whether to use low performance backhauls and it is purely an implementation choice how to implement nodes that can support procedures running on such backhauls.
2.2
Analysis of Potential Improvements

In TR25.703 the following is stated concerning potential improvements:
-----------------------------------------------------------------------------------------------------------------------------

5.2
Potential Improvements

5.2.1
Mitigation of CBC – HNB-GW message size and associated impacts

Motivation

An analysis of the message size follows the approach carried out in [4]. Although this analysis considered Cell ID message sizes for LTE, there is a direct comparison because the number of octets used in a Cell ID + PLMN combination for addressing is 4 + 3 = 7, which is the same as for the SAI currently required for 3G operations (SAC + LAC + PLMN).

The maximum number of SAI in a message to a HNB-GW is 65535 as this is the maximum number of HNBs allowable under a HNB-GW and current specifications require the SAI for emergency broadcast to be unique. Consequently the address list size of a WRITE-REPLACE  message ([3], 9.1.3) from CBC to HNB-GW where all HNBs are addressed will be 460 kbytes.

LTE comparison

In contrast, LTE has an option to mitigate this by allowing a choice of addressing options under the Warning Area List IE ([5], 9.2.1.46) for a WRITE-REPLACE WARNING REQUEST message that includes an omission option that indicates to an MME that it should broadcast to all eNodeBs which it serves. 

If the alert is not as widespread, LTE also allows the alternative addressing mechanisms of TAI list and Emergency Area ID list that allow multiple eNodeBs to be grouped together, providing a hierarchical method of constraining the size of the address list and allowing appropriate granularity for the target message coverage area.

Potential Improvements

a)
 Introduced a method to indicate to a HNB-GW that it should broadcast a Warning message to all HNBs that it serves;

b)
 Introduce a method that allows grouping of HNBs in the WARNING REPLACE message addressing (e.g. Emergency Area ID)
-----------------------------------------------------------------------------------------------------------------------------
The UTRAN system has been designed to provide per-cell warning area signalling. This provides the highest granularity of cell broadcast messages because it allows to send warning messages to each individual cell. Indeed there have been proposals to bring into LTE the same level of granularity as for warning area systems in UTRAN. The latter is justified by regulatory requirements (see [1]). 

Therefore, the UTRAN warning area system functions are designed to provide the best possible accuracy in warning area signalling.
Observation 3: The UTRAN warning area system function is optimised to achieve maximum cell broadcast granularity

The principles at the bases of the UTRAN warning area system design have been embraced by Iub based architectures, where nodes have been dimensioned to handle the size of messages like WRITE-REPLACE. As an example, it is rather common for an RNC implementation to support a number of NodeB connections in the order of ~2000. The maximum number of cells a NodeB can support is 256, hence it is very likely that an RNC will reach the maximum number of supported cells which equals to 65536, as in the example described above for the HNB GW architecture scenario.

Observation 4: RNC based architectures are subject to the same load and capacity requirements as HNB GW based architectures. 

However, current RNC based systems can handle these requirements, which are a direct consequence of the design choice for the UTRAN warning area system function. Therefore, it is fair to say that the standard does not show any shortfalls in terms of technical correctness or interoperability and that it is purely up to implementation to design a system that can work according to standard specifications.

Conclusion 2: The design principles followed by the warning area system function in UTRAN address high granularity, are technically correct and interoperable. It is purely up to implementation to design a system able to function according to standardised procedures.
2.3
Analysis of Specific Issues Reported

In TR25.703 a list of specific issues detected for the warning area system function in HNB architectures are listed. For convenience these issues are listed below

-----------------------------------------------------------------------------------------------------------------------------
Group 2 – Specific issues encountered in current standards-based deployment

	Issue #
	Description 
	Operational Phase (Configuration and Start-up / Message sending / Shut down)
	Areas of impact
	Current Standards based mechanism to address exists

	1
	LAC change on power-up for closed HNBs impacts HNB-GW, HMS, CBC and back-office (CLD)
	Start-Up
	HNB-GW

HMS

CBC

Back-office (CLD)
	

	2
	Introduction of new closed HNB to dense deployment leads to LAC replannning
	Start-up / Operation
	HNB-GW

HMS

Back-office (CLD)

CBC
	

	3
	CBC and back-office (CLD) real-time impact whenever new HNB is activated
	Start-Up
	HMS

CBC

Back-office (CLD)
	

	4
	In case of a major re-start (e.g. regional power outage) any potential need for changing HNB parameters relevant to Cell Broadcast as the HNBs re-start and re-register creates peak load on back-office links and OA&M
	Start-Up
	HMS

HMS – CLD link

CLD – CBC link

HNB-GW
	

	5
	HNB power-off requires real-time back-office (CLD) and CBC update
	Start-up / Shut-down
	CBC

Back-office (CLD)

HNB-GW
	

	6
	HNB location change (e.g. home <-> office) causes LAC change
	Start-up
	HNB-GW

HMS

Back-office (CLD)

CBC
	

	7
	Major alert processing for large H(e)NB deployment
	Operation
	CBC
	

	8
	Message size from CBC->HNB-GW for large scale alert demands bandwidth
	Operation
	CBC -> HNB-GW link
	

	9
	Processing Load/Time on HNB-GW for large messages / impact on delivery time
	Operation
	HNB-GW
	

	10
	Response size handling – message quantity on backhaul HNB-GW to CBC
	Operation
	HNB-GW

CBC

HNB-GW -> CBC link
	


-----------------------------------------------------------------------------------------------------------------------------

Issues 1 to 4: It should be pointed out that these issues are due to suboptimal planning of HNB cell parameters. Indeed, if HNB cell parameters were planned and configured (e.g. by a self-planning function in the OAM, not necessarily in a manual way), in a way to avoid LAC reuse in a neighbourhood, and therefore frequent changes of LAC assigned to an HNB, the problems mentioned would disappear. It is worth noticing that RNC based architectures supporting small cells adopt a well configured LAC planning approach, hence avoiding such issues.
Issue 5: 
This issue is not unique to HNBs as for energy saving purposes it is possible to shut down also small cells under RNC systems. A proper dimensioning of the system would allow handling of these cases

Issue 6: 
An HNB location change is equivalent to a cell re-planning. The standard cannot be designed to address unpredictable cell re-planning. Therefore this case cannot be taken as reference.

Issue 7 to 10: These issues are purely related to system performance, capacity and dimensioning. It is fair to think that the higher the number of RNCs the network needs to support the higher the system capacity, performance and processing power needed. Given that an HNB acts as an RNC with regards to warning area signalling, the system should be dimensioned accordingly. The standard does not present any technical of interoperability shortfalls that need to be addressed.
3
Conclusion and Proposal

In this paper the issues outlined in TR 25.703 have been analysed and a justification of why these issues are not due to shortfalls in the standard has been presented. 
The following observations and conclusions have been presented:

Observation 1: The standard cannot be modified to address cases where the backhaul connection is not properly dimensioned to allow appropriate functioning of the system’s features.

Observation 2: How to handle procedures subject to long delays due to low backhaul performance is purely up to implementation 
Conclusion1: It is purely a deployment choice whether to use low performance backhauls and it is purely an implementation choice how to implement nodes that can support procedures running on such backhauls.
Observation 3: The UTRAN warning area system function is optimised to achieve maximum cell broadcast granularity

Observation 4: RNC based architectures are subject to the same load and capacity requirements as HNB GW based architectures. 

Conclusion 2: The design principles followed by the warning area system function in UTRAN address high granularity, are technically correct and interoperable. It is purely up to implementation to design a system able to function according to standardised procedures.
It is proposed to agree to the conclusions above.

It is also proposed to add the text in section 5 to TR25.703.
4
Text Proposal

5
Issues and Potential Improvements

5.1
Issues

5.1.1 Backhaul Link Reliability and Delay

In the case of major alert types such as earthquakes, then there is an increased risk that a number of the Iuh backhaul links from HNBs to a HNB-GW, quite possibly outside operator control, will have failed. This will be detected by the HNB-GW since the tunnel keep-alives will fail, but the TR-069 OA&M system may not be fully aware because the mechanism does not maintain a permanently active connection. As a result the CBC may not be aware that the HNB and associated SAI are not reachable, and include the SAI in the address list, triggering a WRITE-REPLACE FAILURE. 

Waiting time to respond

The time before the HNB-GW can respond to a WRITE-REPLACE REQUEST also needs to be considered. In the case of a macro-cellular network with RNCs, there will be links with known quality and performance down to the NodeBs, enabling the NodeBs to respond that they have broadcast messages in a reasonably grouped time range. 

However in the case of consumer HNB there is the likely deployment scenario where the Iuh link is over backhaul that the operator may have no control over, and be of limited quality (e.g. DSL). Consequently SABP messages from HNB to HNB-GW indicating a successful broadcast may occupy a much wider time range than in the macro-cellular case. 

This raises the issue of how long a HNB-GW should wait until it sends a COMPLETE or FAILURE message detailing success or failure for all the SAIs that were included in the original WRITE-REPLACE message, or whether a mechanism is needed to allow a HNB-GW to respond with more than one message to keep the CBC informed of status in a timely fashion.

Current 3GPP specifications do not specify either how long a HNB-GW should wait before responding with a WRITE-REPLACE response (COMPLETE or FAIL), or whether the HNB-GW should forward individual responses or aggregate responses from individual HNBs that it serves.

Consequently there is an issue to consider how to handle the delay range impacts of this deployment scenario and whether specification clarification or modification is needed.

5.1.2 Evaluation

It is recommended that deployment of HNBs occurs via backhauls supporting a minimum level of robustness, QoS, and reliability that could ensure correct system behaviour. 

Indeed, if a backhaul is of such poor performance that basic operations cannot be run, a number of problems would raise such as connection to the OAM system, emergency services support and mobility.

It is a matter of implementation how long the HNB GW shall wait for responses to arrive from HNBs before responding to the CBC. 
For example, the lower the delay performance of the backhauls that are allowed to be used within the HNB system, the higher the HNB GW needs to wait for messages to arrive. 
It can be concluded that it is a deployment choice whether to use low performance backhauls and it is an implementation choice how to implement nodes that can support procedures running on such backhauls.
5.2
Potential Improvements

5.2.1
Mitigation of CBC – HNB-GW message size and associated impacts

Motivation

An analysis of the message size follows the approach carried out in [4]. Although this analysis considered Cell ID message sizes for LTE, there is a direct comparison because the number of octets used in a Cell ID + PLMN combination for addressing is 4 + 3 = 7, which is the same as for the SAI currently required for 3G operations (SAC + LAC + PLMN).

The maximum number of SAI in a message to a HNB-GW is 65535 as this is the maximum number of HNBs allowable under a HNB-GW and current specifications require the SAI for emergency broadcast to be unique. Consequently the address list size of a WRITE-REPLACE  message ([3], 9.1.3) from CBC to HNB-GW where all HNBs are addressed will be 460 kbytes.

LTE comparison

In contrast, LTE has an option to mitigate this by allowing a choice of addressing options under the Warning Area List IE ([5], 9.2.1.46) for a WRITE-REPLACE WARNING REQUEST message that includes an omission option that indicates to an MME that it should broadcast to all eNodeBs which it serves. 

If the alert is not as widespread, LTE also allows the alternative addressing mechanisms of TAI list and Emergency Area ID list that allow multiple eNodeBs to be grouped together, providing a hierarchical method of constraining the size of the address list and allowing appropriate granularity for the target message coverage area.

Potential Improvements

a)
 Introduced a method to indicate to a HNB-GW that it should broadcast a Warning message to all HNBs that it serves;

b)
 Introduce a method that allows grouping of HNBs in the WARNING REPLACE message addressing (e.g. Emergency Area ID)
5.2.2 Evaluation

The UTRAN system has been designed to provide per-cell warning area signalling. This provides high granularity of cell broadcast messages. 
Current RNC based systems can handle the requirements imposed by such system, which are a direct consequence of the design choice for the UTRAN warning area system function. 
It is acknowledged that the standard does not show any shortfalls in terms of technical correctness or interoperability and that it is up to implementation to design a system that can work according to standard specifications.

6
Description of Proposed Solutions

7
Open Issues

7.1 Open Issue List

This section contains a list of issues to be considered. They are classified into 3 groups:-

· Generic issues to be considered for any solution (including the existing specification), (cf the SID)
· Specific issues encountered in current standards-based deployments

· Issues to be addressed by any proposed solutions introducing new or changed functionalities

Group 1 – Generic Issues to be considered for any solution (including the existing specification)
These are the general areas including the impacts on nodes, transport links (message size and quantity) along both directions of the signalling chains.
Group 2 – Specific issues encountered in current standards-based deployment

	Issue #
	Description 
	Operational Phase (Configuration and Start-up / Message sending / Shut down)
	Areas of impact
	Current Standards based mechanism to address exists

	1
	LAC change on power-up for closed HNBs impacts HNB-GW, HMS, CBC and back-office (CLD)
	Start-Up
	HNB-GW

HMS

CBC

Back-office (CLD)
	

	2
	Introduction of new closed HNB to dense deployment leads to LAC replannning
	Start-up / Operation
	HNB-GW

HMS

Back-office (CLD)

CBC
	

	3
	CBC and back-office (CLD) real-time impact whenever new HNB is activated
	Start-Up
	HMS

CBC

Back-office (CLD)
	

	4
	In case of a major re-start (e.g. regional power outage) any potential need for changing HNB parameters relevant to Cell Broadcast as the HNBs re-start and re-register creates peak load on back-office links and OA&M
	Start-Up
	HMS

HMS – CLD link

CLD – CBC link

HNB-GW
	

	5
	HNB power-off requires real-time back-office (CLD) and CBC update
	Start-up / Shut-down
	CBC

Back-office (CLD)

HNB-GW
	

	6
	HNB location change (e.g. home <-> office) causes LAC change
	Start-up
	HNB-GW

HMS

Back-office (CLD)

CBC
	

	7
	Major alert processing for large H(e)NB deployment
	Operation
	CBC
	

	8
	Message size from CBC->HNB-GW for large scale alert demands bandwidth
	Operation
	CBC -> HNB-GW link
	

	9
	Processing Load/Time on HNB-GW for large messages / impact on delivery time
	Operation
	HNB-GW
	

	10
	Response size handling – message quantity on backhaul HNB-GW to CBC
	Operation
	HNB-GW

CBC

HNB-GW -> CBC link
	


Evaluation:
Issues 1 to 4: These issues are due to uncoordinated planning of HNB cell parameters. 
If HNB cell parameters were configured in a way to avoid LAC reuse in a neighbourhood, and therefore frequent changes of LAC assigned to an HNB, the problems mentioned would disappear. 

Issue 5: 
A proper dimensioning of the system would allow handling of these cases

Issue 6: 
An HNB location change is equivalent to a cell re-planning. The standard cannot be designed to address unpredictable cell re-planning. Therefore this case cannot be taken as reference.

Issue 7 to 10: These issues are related to system performance, capacity and dimensioning and therefore implementation specific. 
The standard does not present any technical of interoperability shortfalls that need to be addressed.
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