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1 Introduction

In previous meetings, two groups of solutions for TNL address discovery and X2 setup procedures were identified in [1]:

G1A: RNLid + registration with X2 setup request + X2GW(s) IP@ in eNB by configuration 
G1B: RNLid + registration with X2 setup request + X2GW(s) IP@ in eNB by TNL discovery
G1C: RNLid + registration with new message + X2GW(s) IP@ in eNB by configuration
G1D: RNLid + registration with new message + X2GW(s) IP@ in eNB by TNL discovery
G2A: target node ip@ + TNL address discovery + X2GW(s) IP@ in eNB by configuration
G2B: target node ip@ + TNL address discovery + X2GW(s) IP@ learnt by ipsec field of TNL discovery
G2C: target node ip@ + TNL address discovery + X2GW(s) IP@ learnt by new field added to TNL discovery 
So far, the discussions of these solutions are focused to evaluate their feasibility in terms of the TNL address discovery and X2 setup procedures. However, we foresee an issue which is only related with the deployment of X2-GW but common to all these solutions. 
2 Discussion
Regarding the way forward for HeNB deployment of X2-GW in [2]:

1. A HeNB can connect to a peer (H)eNB using either direct X2 or through X2-GW.

2. Different HeNBs can connect to an eNB through different X2-GWs.

3. A HeNB can connect to other (H)eNB peers through only a single X2-GW.

4. X2 connections through more than one X2-GW are not allowed.

We observe that these requirements do not exclude the scenario that a HeNB connects to some peer (H)eNBs through direct X2, while to the other (H)eNBs through X2-GW. 
In case of that HeNB is configured to connect to some peer eNBs/HeNBs through direct X2, meanwhile to the other peer HeNBs/eNBs via X2-GW, HeNB can differentiate the eNB types, i.e. eNB or HeNB, by PCI/ECGI splitting scheme [36.300]. Therefore, the TNL address discovery and consequent X2 setup procedures involving this HeNB can  be error-free. However, the PCI/ECGI splitting scheme would fail in the following scenarios as illustrated in Figure1:
· HeNB1 connects with eNB1 through X2-GW and with eNB2 by direct X2 interface.

· HeNB2 connects with HeNB1 through X2-GW and with HeNB 3 by direct X2 interface.
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Figure 1: Deployment scenario
Take the HeNB1 for example, for which the deployment plan is that the HeNB1 shall have a direct X2 interface with eNB2 and may have an X2 interface towards eNB1 via X2-GW if necessary. It is assumed that HeNB3and HeNB2 are located in the same enterprise network, and HeNB1 is located in the same building with HeNB2 and HeNB3. The deployment scenario is complying with the use case.
Assuming that the HeNB1 was switched on recently, if a UE in eNB2 detected the HeNB1 and reported it as a new cell, eNB2 will initiate TNL address discovery procedure towards HeNB1 via MME. Upon receiving MME CONFIGURATION TRANSFER message from MME/HeNB-GW, HeNB1 should reply with its own TNL address in eNB CONFIGURATION TRANSFER message. This TNL address will be used by eNB1 to trigger direct X2 interface establishment.

When a UE in eNB1 detected the HeNB1, eNB1 will initiate TNL address discovery procedure towards the HeNB1 (Figure 2). Bearing in mind the solutions identified in [1], the HeNB1 will construct the response message as below:

· Direct X2 interface

· In this case HeNB1 has no prior knowledge that only indirect X2 connection is allowed for this peer eNB and therefore includes the TNL address of its own in the response message.
· Indirect X2 interface
· HeNB1 includes the TNL address of its own and the TNL address of serving X2GW (via extend TNL address field) in the response message [3]. This implies that HeNB1 needs to know to which eNB the direct (indirect) X2 connection it can apply.
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Figure 2: TNL address discovery and X2 setup, eNB initiates the procedure

We can also make the same conclusions for the case of HeNB2, where it connects to HeNB3 via direct X2 and HeNB1 via X2-GW.

Note that the dilemma is that a HeNB needs to differentiate the peer eNBs of the same cell type to determine which type X2 interface it can use, it means the abovementioned PCI/ECGI splitting scheme is unable to solve this issue. However, if we roll back to the initial assumption that the HeNB shall always use the same method of X2 connection to the peer eNB/HeNB of the same type, there is no inter-operability issue any more. 
In our opinion, this restriction requires very limited configurations, and can save a lot of standardization efforts. Additionally, it could be a reasonable option for network deployment in practice. For example, the HeNBs belonging to the same enterprise network are connecting with each other by direct X2 interfaces for optimal mobility performance in the area, and connecting to the operator's macro eNBs via X2GW to minimize the SCTP and signalling loads at macro eNBs.

Proposal: In terms of X2GW deployment, the HeNB shall always use the same method, i.e. direct or indirect X2 interface, to establish X2 connection to the peer eNB/HeNB of the same cell type.
3 Conclusion

In this paper we analyze the deployment scenario that an HeNB may simultaneously use direct and indirect X2 connections, as long as only one kind of X2 connection exists for each peer (H)eNB. However, without any restriction on deployment, the HeNB will not handle the TNL address discovery procedure appropriately. Therefore, in terms of X2GW deployment, we propose that:
Proposal: In terms of X2GW deployment, the HeNB shall always use the same method, i.e. direct or indirect X2 interface, to establish X2 connection to the peer eNB/HeNB of the same cell type. 
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