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Discussion
1 Introduction 
In the last meeting, the X2-GW related assumptions and requirements were captured in [1] while [2] presented possible solution combinations that were know as of then. The actual selection is actually going to be based on whether it is full-proxy-dependent or routing-proxy-dependent. Hence, first comparing the pros and cons of a full-proxy and a routing proxy can help judging the merits of the solution to be chosen. 
As mentioned in [1], the TNL Address discovery is an orthogonal aspect and hence is applicable to both X2-GW Options.  In other words, two proxy options are different from the perspectives of how X2 is setup. For these reasons, this paper goes for a solution that does not originally appear in [2] – but it is a different combination of those presented in [2]. We provide our justification for our preferred choice.
2 Discussion

Each proxy has its own pros and cons that are presented in this section.
2.1: Full-proxy Option:
· Its Standardization Impact is minimal.
· Transparent operation from (H)eNB perspectives is challenging.
· It is a complex entity terminating non-UE Signalling (i.e., two X2AP instances between two peers).
· It needs to remember in terms of who has X2 with who
· It needs to remember in terms of who is a neighbour of who
· For UE-Specific Signalling, the full proxy has to process each X2AP message and modify X2AP IDs – hence, it is a Stateful machine
· If all HeNBs are considered as Served Cells of X2-proxy and if 1000s of (H)eNBs are connected to an X2-GW, each HeNB power cycle will trigger eNB configuration update. This means it will simply flood a (H)eNB with mostly unwanted information if the powered on/off HeNB is not an immediate neighbour.
· Given two disjoint X2 is Setup on top of 2 disjoint SCTP, it can lead to abnormal behaviour from a peer node perspective when only one SCTP fails as highlighted in [3].
· X2 reset between two peers is difficult because of two disjoint X2 usage and X2 concentrator behaviour.
· X2 setup based on neighbour information IE can lead to erroneous operation in case of mixed release
· Neighbour Information is abused for non-UE Specific Signalling
· For instance, the X2 Setup message should include the target node ID in the Neighbour Information IE
Although a full-proxy does not solicit changes to existing S1 or X2 messages, it can lead to behaviour change from peer node perspectives (especially at the X2-level). 
2.2: Routing-proxy Option:

As it will be seen, in order to trade-off complexity with standardisation impacts, a routing-proxy can lead to slightly less peer behaviour change at the expense of changes being solicited to both S1 and X2 messages. Its pros and cons are listed below:
· It is a Simple entity that functions as an RNL-Level Router.
· X2 is setup end-to-end on top of two disjoint SCTPs and hence X2 resetting is easy.
· Transparent operation from (H)eNB perspectives is challenging.
· Relies heavily on TNL Address discovery.
· The Source has to fetch and supply the target Address in the X2 message.
· The logical question is that if a Source needs to do the hard-work, why do we need the X2 proxy here
· Requires modification to S1 eNB/MME Configuration Transfer message
· Requires changes to existing X2AP messages.
· For non-UE-Specific Signalling, each X2AP should contain the target ID.
· For UE-Specific Signalling, each X2AP should contain a Source ID to avoid X2ID duplication.
· Suffers from a problem when one SCTP breaks and the solution may inevitably require a routing-proxy to remember in terms of who has X2 with who. This makes a routing-proxy stateful at least from the perspective of non-UE-Specific signalling.
· Some mixed release cases will lead to malfunction.
· Can lead to heavy Standardisation Impact.
· For the TNL Address discovery to work, S1 eNB/MME Configuration Transfer message has to be modified.
· For non-UE-Specific Signalling, each X2AP should contain the target ID – i.e., existing X2 message is modified
· For UE-Specific Signalling, each X2AP should contain a Source ID to avoid X2ID duplication – i.e., existing X2 message is modified.
2.3: Optimal X2-GW:

As it can be perceived, both architectures suffer from serious drawbacks. In both cases, achieving a transparent operation from a (H)eNB perspectives is difficult. Hence, eNB impacts are inevitable. However, it is easier to make a routing proxy nearly workable with less drawbacks than meddling with a full proxy. For this reason, this paper prefers routing-proxy.
Proposal 1: Routing-proxy Architecture has to be considered for further study. 

As identified in Section 2.2, a routing-proxy suffers mainly because of its heavy reliance on legacy-based TNL address discovery. Hence, it is imperative to make it work with a different scalable TNL Address discovery. As presented in [4], pre-X2 registration can lead to a lightweight and very localised TNL Address discovery without having to flood an MME/CN with S1 eNB/MME Configuration Transfer messages. Flooding an MME/CN is otherwise inevitable for reasons (a) and (b) as stated in [4]. In other words, such a pre-X2 registration can alleviate many of the drawbacks the routing-proxy will otherwise suffer from as presented in Section 2.2. Further mixing TNL address at the RNL-Level may not sound logical. Please see Appendix for our Solution comparison table.
Proposal 2: Solution G1C should be chosen first and improved further. 

3 Conclusion and proposals
This paper attempts to choose the right solution for X2-GWs by providing logical arguments. It further makes the following proposals:
Proposal 1: Routing-proxy Architecture has to be considered for further study.
Proposal 2: Solution G1C should be chosen first and improved further.
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APPENDIX – Solution Comparison Table
G1A: RNLid + registration with pre-X2 setup+ X2GW(s) IP@ in eNB by configuration 

G1B: RNLid + registration with pre-X2 setup + X2GW(s) IP@ in eNB by legacy TNL discovery 

G1C-1: RNLid + registration with new message + X2GW(s) IP@ in eNB by configuration 

G1C-2: RNLid + registration with new message + X2GW(s) IP@ in eNB by non-legacy TNL discovery G1D: RNLid + registration with new message + X2GW(s) IP@ in eNB by legacy TNL discovery 

G2A: target node ip@ + TNL address discovery + X2GW(s) IP@ in eNB by configuration 

G2B: target node ip@ + TNL address discovery + X2GW(s) IP@ learnt by ipsec field of TNL discovery

G2C: target node ip@ + TNL address discovery + X2GW(s) IP@ learnt by new field added to TNL discover  

	
	G1A
	G1B
	G1C-2
	G1D
	G2A
	G2B
	G2C

	Heavy OAM traffic
	No
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	Served cell information problem
	Yes
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	Existing S1 message change
	No
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	Existing X2 message change
	Yes
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	Delay in getting TNL Addresses
	No
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	Mixed Release problem
	Yes
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	Flood an MME/CN
	No
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	New X2 messages
	No
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	Mixing TNL Address At the RNL-Level
	No
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	3 Yes
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	5 Yes
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      Yes -  
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Please note that G1C-2 is derived from Solution G1C. This is different because IP Addresses of all designated X2-GWs are pre-configured with an eNB in the same way a HeNB is pre-configured with the IP Address of its designated X2-GW. On the other hand, learning the IP Address of an X2-GW by an eNB Source to reach a given target is learnt through signaling – but not based on legacy TNL discovery.
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