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Discussion
1 Introduction
The new Rel.12 study item on “Next-Generation SON for UTRA and LTE” was approved in [1]. It includes an aspect entitled “SON for UE types” proposing to investigate if SON features specified so far could benefit from knowledge about UE types. The discussion was started at the last meeting (RAN3#79) and was concluded that following questions shall be answered:
· What is the justification of grouping? 

· For which benefit? Enhancement of existing feature?
· Is there a standard problem?
Also, examples of scenarios where the proposed enhancements could offer benefits or are needed were requested.
In this paper we present three examples of scenarios where awareness of UE type brings concrete benefits, or even enable fully inter-vendor functionality (i.e. removes assumptions based on the implementation).
2 Discussion

2.1 MLB and Mobility Setting Change procedure

The way the Mobility Setting Change procedure is specified indicates the intention is to negotiate the mobility setting globally, i.e. for all the UEs. This was reasonable in Rel.9, where there was little if any differences in terms of capabilities and expected behaviour among LTE UEs. However, since then, new releases of the UEs were mandated to be able to support eICIC, also UE behaviour has been studied more profoundly, e.g. in terms of speed. This made usage of the Mobility Setting Change much more difficult: if the receiver follows the philosophy introduced in Rel.9, it shall either apply requested delta to all the users, or reject it, if it finds it inappropriate to some of them. In a HetNet deployment of Rel.11 or Rel.12, this logical implementation will render Mobility Setting Change hardly usable – there would always be some UEs that may not be able to be served with the new settings, so all requests would be rejected. Apparently, this risk has been identified at the plenary, since RAN3 has been assigned the task to work on enhancements to the Mobility Setting Change. 
This concern was the base for a proposal to work on general grouping solution for the Mobility Setting Change procedure [2]. This proposal was challenged though, with arguments that “clever implementation” can deal with the problem by applying the delta “as much as possible” or “only to users that can handle it”. Below, we prove that in some cases such “clever implementation” will eventually bring even bigger problems in inter-vendor environment. 
CRE configuration
The first scenario to consider concerns macro-pico deployment and CRE. One can assume a macro cell configured a certain ABS pattern and informs the pico thereof. The UEs served at the macro and the pico are of all releases. It can also be assumed certain margin for load balancing exists for all users, as it was assumed when the MLB feature was defined in Rel.9. 
From this starting point, one could consider the macro attempts to resolve congestion and sends MOBILITY CHANGE REQUEST to the pico. If the request is for higher margin than all the users can apply, the pico may react in following ways:

a) Reject the request, because it can not be applied to the all the users (Rel.9-compliant implementation!);
b) Accept it and apply to the UEs configured with the measurement restriction corresponding to the ABS pattern used by the macro;

c) Accept it and apply fully to the CRE-capable and configured UEs, while partially (only as much as they can bear) to others;

If the change delta requested from the macro was acceptable for all UEs, options (b) and (c) turn into a single action, while option (a) is irrelevant. And assuming the macto executes HOs to the pico only to the users that can be served there, in all the cases the result is stable, though not necessarily optimal (in case of (a) the congestion remains unsolved!), so the macro does not need to know how exactly the pico handled the request.
However, the problem arises, when the congestion is resolved and the macro decides to return to original HO settings (i.e. to cancel the ABS configuration): currently, the only way to do so is by sending again the MOBILITY CHANGE REQUEST message with opposite delta value. But then, the pico is confused, because it has to: 
a) follow the request literary and to shrink its coverage for all UEs (at least partially, if the delta is too high for some UEs); or 
b) assume the macro meant to revert previous settings and act according to the assumption, i.e. to cancel all the changes done at the previous request. 
The case becomes really complicated if the macro requests different delta than before, e.g. in order to decrease the extend of the load balancing, but not to cancel it altogether – the pico implementation can not use the memory to compare requests. And if the action performed by pico does not match the intention of the macro, the latter may be driven to trouble. Any other approach (e.g. cancellation of the ABS configuration without sending the MOBILITY CHANGE REQUEST) leads to similar confusions and may be done only if certain implementation aspects at the peer node are assumed or known. 

UE mobility or allocated QoS
The second example concerns MLB and any cell pair, including scenarios defined in Rel.9 (macro-macro MLB). In both cases (mobility and QoS) a node may want to differentiate MLB actions:
In case of mobility, allowing fast UEs to be applied the same extended thresholds as slow UEs may lead to high drop rate among the fast UEs; on the other hand, MLB negotiations adapted to the fastest possible UE renders MLB unusable.

In case of QoS, understood at the QCI level known at each eNB, the case depends derives from MRO: in stable state MRO enables optimizing HO setting and thus eliminating failures. In case of congestion, that stable configuration may need to be altered. However, some services (e.g. NRT) may be less sensitive to failures, while creating quite some load; others (RT) may not be allowed for MLB. 

Therefore, in this example, a node that is congested wants to perform MLB action for a group of UEs that are either more robust, or less sensitive and therefore may be applied more risky mobility settings, while keeping others in the “normal” cell coverage.

And again, the problem can be addressed as long as cell coverage is shrunk: the neighbour eNB may change its mobility settings for all UEs, according to the request, but the eNB that controls overloaded cell may avoid handing over UEs that shall not be subject of MLB action. However, implementation can not handle the case when a UE of the type that was not intended for the MLB arrives to the neighbour from outside and approaches the border: the neighbour keeps the UE longer, according to the new settings, and the UE fails (not intended for extended coverage).

Additionally, the study shall address the issue of common understanding of “fast” and “slow” among eNBs (or to define criteria for the Mobility Setting Change procedure to define clearly what UEs the request is to be applied to). Discrepancy in the interpretation will lead to similar problem as in case of a new user arriving to the neighbour.
In order to solve the problems above the MLB shall be enabled to differentiate between following groups of UEs:
· Fast and slow;

· RT and NRT;
· UEs configured to use ABR region and others (this differentiation may be based on the release of the UE, or the configuration).
It is important to note that the above examples concern only cases where lack of UE grouping will surely lead to problems and no “clever implementation” could possibly handle it. There are far more scenarios, where simply Rel.9-compliant implementation will render the Mobility Setting Change hardly usable. Therefore, it is recommended the criteria above are enabled in any LTE deployment, where the procedure can be used.

2.2 Inter-RAT ping-pong

The last example concerns the solution for the inter-RAT ping-pong. The solution currently enables an eNB to be informed if the UE returned to other eNB shortly after it was handed over to UMTS. It also enables to perform coverage verification, if that is needed to confirm the ping-pong case. However, in reality there may be ping-pong cases that are irrelevant, e.g. because of the service that was involved. 

Therefore, in order to enable an eNB to recognize the type of the UE that suffered inter-RAT ping-pong, a mechanism similar to the Mobility Information in MRO can be defined: if a type code is passed in the UE history information, it may be returned together with the information about the ping-pong. 
3 Summary and proposals
In this paper we have provided three examples of scenarios where lack of knowledge either limits the usability of given functions (MLB and mobility or QoS and inter-RAT ping-pong) or requires quite good knowledge about peer implementation just to enable the function (MLB and CRE). The benefits are therefore clear, while in all of those cases the existing signalling is not sufficient. 
Therefore, based on the examples above, we propose to focus the topic on following problems:

1. Mobility Setting Change procedure and differentiation between UEs configured to use CRE and others;

2. Mobility Setting Change procedure and differentiation between fast and slow UEs (including coherent, implementation-independent definition of the mobility type);

3. Mobility Setting Change procedure and differentiation between RT and NRT UEs;

4. Inter-RAT ping-pong detection (step 1) and Mobility Information;
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