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1 Introduction
Last CT4 meeting, CT4 has agreed in [1] a new work item on eMBMS restoration procedures. The purpose is to define procedures to restore the MBMS service when failure/reset happens in the MBMS GW, MME or MCE. This work includes the MCE restart scenario and the M3 path failure scenario which involve RAN3. 
CT4 has agreed corresponding CRs in [2], [3], [4] and [5] and has sent an LS in [6] to inform RAN3 of the start of their work and their initial conclusions. RAN3 is mainly impacted by the work in [3] and [4].
This paper provides an overview of the areas where RAN3 is involved.
2 Description 

Restoration after MCE/M3 path failure
In case of MCE failure and upon reception of a Reset message or M3 Setup Request message from the MCE, [3] indicates that the MME shall maintain the MBMS bearer contexts while locally deleting the MCE related information for the service information indicated in the Reset. Also “The MME should also subsequently re-establish the bearer services affected by the failure by initiating MBMS session start procedures”.
Re-establishing in the MCE the MBMS services that were affected by the failure is important when the MCE could not maintain those services when the MCE failure or the M3 path failure occurred. This is especially true when considering the case of the distributed architecture because one MBSFN area spreads over multiple MCE (eNB)s. Therefore if the service is not restarted in the failed MCE, that means that the eNB hosting that MCE will no more broadcast the expected services which creates a “hole” of coverage in the MBSFN area. This “hole” would translate into a degradation of service for the users under that eNB despite the MBSFN gain from neighbouring eNBs which cannot fully compensate.

Initiating again all Session Start messages corresponding to ongoing services from the MME to the MCE is also important in order to re-establish the corresponding MBMS-service-associated logical M3-connections. This applies to both cases where the MCE could maintain or could not maintain the services when the MCE failure or the M3 path failure occurred. These MBMS-service-associated logical M3-connections are absolutely needed in order to propagate a subsequent Session Update or Session Stop received from the BM-SC involving those sessions aiming at updating or stopping the relevant services.

This is why CT4 decided in release 12 as part of the new restoration work item to “strongly recommend” in [3] with a “should” the MME to send again the MBMS Session Start messages corresponding to ongoing services after receiving a Reset or M3 Setup Request message from the MCE. 

Associated RAN3 CR could be along the lines of [7] for release 12 to be agreed either directly in RAN3 with the eMBMS_rest Work Item code from CT4 or as part of a new to be opened RAN work item (see discussion below on the way forward). 

Finally RAN3 could also discuss at RAN3#79bis whether a similar CR could be useful for release 11 as a clarification CR given that the same issue can of course happen in release 11. Or, if alternatively RAN3 would prefer that this remains out of standards as far as release 11 is concerned and left to “good implementations”. 
Restoration after MME/Sm failure

[4] explains that after an MME restart, the MBMS GW should re-establish the active MBMS bearer services affected by the restarted MME by re-sending MBMS Session Start messages towards the restarted MME or an alternative MME in the same pool. 
In case of permanent Sm path failure, [5] has specified a new recovery mechanism whereby the MBMS GW will select another MME of the pool to be used instead. This mechanism is the cornerstone of CT4 recovery design because it can also be used even for non permanent Sm path failure when a Session Stop message or a Session Update message would need to be sent. 

According to [5] an MCE can thus suddenly receive a Session Start message for an ongoing MBMS session (with the same attributes) from another MME2 that is not its current serving MME1 and will need to take over. A Session Update or Session Stop message could then be subsequently received  from the MME2.
[5] specifies that “if an MCE receives a Session Start Request for an ongoing MBMS session from a different MME than the MME that created the first MBMS session, the MCE should accept the request from the new MME, free the M3 related resources for this MBMS service associated to the previous MME and proceed as if the MBMS session had been created by the new MME”.
Therefore this new take over mechanism in an MCE impacts RAN3 and one first question that arises for RAN3 is to decide which procedure to use from the MCE to free the M3 previous interface instance towards the MME1. 
A Reset message could be used from the MCE towards the old MME1 to free the M3 resources, however MME1 should be able to differentiate this Reset message from a normal Reset message, otherwise it would erroneously think an MCE restart has taken place (and would re-send Session Start messages as per [3]!).
It is therefore proposed to discuss the introduction a new indication (information element) in the Reset message used in this particular case of Reset whereby the MCE signals to the MME a takeover action. An illustrative CR has been provided in [8] for release 12 which could be agreed either directly in RAN3 with the eMBMS_rest work item code or as part of a new to be opened RAN work item (see discussion below on the way forward).
Way forward for RAN3 work

As can be seen from the two points above described, the impact to RAN3 of the new CT4 work-item on restoration procedures is not big and could consist of two simple RAN3 CRs. Therefore the question arises whether a new RAN work-item needs to be opened at next RAN Plenary, this work item being a building block of the CT4 feature Work-Item, or if handling could be done in RAN3 simply using the CT4 work item code eMBMS_rest which is usual practice when the work to be done is minimal. In both cases the traceability is ensured.
Alcatel-Lucent volunteers to provide the necessary CRs once this first question is solved.

Proposal 1: clarify the RAN3 way forward related to the new CT4 WI on eMBMS restoration procedures and decide between a new RAN WI opened in reference to CT4 WI or direct handling of the CRs in RAN3 with the CT4 eMBMS_rest work-item code.

Proposal 2: start the discussion on the two points involving RAN3 addressed in this paper.

Besides, RAN3 received a liaison from CT4 informing on the WI and also including questions. Alcatel-Lucent proposes an answer in [9] to provide answer to the question and also inform about the start of our discussions.
Proposal 3: reply to CT4 LS by sending tdoc [9] to CT4.

3 Conclusion and Proposals 

This paper has provided an overview of the first CRs that CT4 has agreed as part of its new work item on eMBMS restoration procedures.
Two main impacts are foreseen concerning RAN3:

· Issue 1: re-establishment of the MBMS-service-associated logical M3-connections and of the bearer services affected by the MCE failure from the MME. 

· Issue 2: specify a takeover mechanism to “switch” the MCE from old MME1 to new MME2 while freeing old M3 instance.

The issue 1 could be addressed by a CR similar to [7] while the issue 2 could be addressed by a CR similar to [8] which have been provided for initial discussion at this meeting.
The following proposals are made for RAN3#79bis:

Proposal 1: clarify the RAN3 way forward related to the new CT4 WI on eMBMS restoration procedures and decide between a new RAN WI opened as a building block of the CT4 feature WI or simply agree the CRs in RAN3 with the CT4 eMBMS_rest work item code.

Proposal 2: start the discussion on the two points involving RAN3 addressed in this paper.

Proposal 3: reply to CT4 LS by sending tdoc [9] to CT4.
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