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Discussion
1 Introduction 
One of the open questions of the RAN3 #77bis in relation to employing X2-GW is how eNB OR HeNB knows the TNL address OR IP address of a peer node it has discovered. Employing an extra entity (i.e., X2-GW) in the network has to make this task easy for eNB and HeNBs and this document tries to see how it can be achieved.
2 Discussion

It was decided in RAN3 #77bis that each HeNB would be configured with the IP address of the X2-GW. According to one of the working principles agreed earlier in relation to X2-GW is that X2-GW shall be decoupled from S1-GW. This means that X2-GW cannot employ the conventional TNL address discovery process on its own to get the IP address of any E-UTRAN node being discovered by a HeNB/eNB nor does it understand eNB configuration transfer being used in the TNL address discovery process. One of the solutions being proposed to address this issue is to enable the source node (eNB OR HeNB) to get and provide the TNL address through eNB configuration transfer message. This may work scalably in a scenario where powering on/off a cell is not that frequent. Considering the volume of HeNBs that are within an MME domain and the switch on/off tendency of HeNBS, this approach will easily flood and saturate MME (or an S1-GW if employed) with eNB configuration transfer message. Given that IP address may get changed after a power off/on cycle, this approach will not scale. Further, this approach will not ensure that the fetched TNL address of peer node is not stale and such an address discovery process is long-winded and time-consuming from UE and CN perspectives.

Proposal 1: A different scalable mechanism other than getting the source node to fetch and provide the TNL address of the target peer to the X2-GW has to be devised in order to get the TNL address of a peer node.
Given that each HeNB knows the TNL address of its X2-GW, it is better if a HeNB is configured to establish an X2 with one OR more X2-GW as soon as it is switched on. This way the X2-GW can get to know the TNL address and the RNL ID of every HeNB in its domain. Similarly, there has to be a mechanism for each eNB to identify X2-GW in its domain and establish X2 with one or more X2-GW in its neighbourhood. It is FFS how each eNB gets to know the TNL address of one OR many X2-GWs in its neighbourhood, although one solution proposed in the past is to modify eNB configuration transfer message to accommodate the TNL address of an X2-GW – this means eNB has to have extra intelligence to interpret eNB configuration transfer messages that it uses to connect to an HeNB directly and those that are used to connect to an HeNB via an X2-GW. Considering the time-constraint for the current release, the easy solution is through OAM. Exchange between OAMs using MME is already standardised and hence is possible.
Proposal 2: Each HeNB has to establish X2 with its X2-GW as soon as it switches on.

Proposal 3: Each eNB has to establish and maintain X2 with one or many neighbouring X2-GW constantly.

With the above easy mechanism, X2-GW can get to know the TNL address and RNL ID of each connected HeNB and eNB in the neighbourhood. By getting an X2-GW to maintain RNL ID-TNL address mapping table containing entries of each connected HeNB/eNB, getting the TNL address of a peer by any HeNB/eNB can be made easy via the X2-GW. This will ensure that up-to-date TNL address can be fetched by contacting the X2-GW. In addition to ensuring up-to-date TNL address of each connected HeNB and eNB, this strategy is robust and scalable considering the often powering off/on phenomenon of HeNBs. According to one X2-GW Architecture Option, finding the TNL address of a target peer node may not be necessary by a source node as the X2-GW can simply hide such information and enables easy routing with an RNL ID of a target. X2 Setup between peer nodes can be either end-to-end OR hop-by-hop along the already established SCTP Association. The above strategy will also automatically provide answers for the following other open questions/concerns:
i).  What triggers SCTP establishment [2]?
ii). Handling HeNBs switch on/off?

iii). Is X2-GW just a router OR a proxy or more than that? Router routes based on the target address fetched and provided by the source. The proxy can be empowered to help source get the address of the target in a timely manner scalably given the switching on/off tendency of HeNBs.
iv). Is it logical to mix TNL address in the X2-Level – i.e., mixing up TNL and RNL addresses? Wouldn’t this approach break the strict modular layering principle?
3 Conclusion and proposals
This paper analysed the issue of how easily an E-UTRAN node (especially eNB) can get to know the TNL address of every peer HeNB and X2-GW and provided a simple solution considering the strict standardisation timeline. While answering many questions and making the following proposals, it poses further questions to be addressed:
Proposal 1: A different scalable mechanism other than getting the source node to fetch and provide the TNL address of the target peer to the X2-GW has to be devised in order to get the TNL address of a peer node.
Proposal 2: Each HeNB has to establish X2 with its X2-GW as soon as it switches on.

Proposal 3: Each eNB has to establish and maintain X2 with one or many neighbouring X2-GW constantly.
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