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1. Background
In RAN3 #77bis meeting, how to standard X2-GW has been discussed and some open issues are listed to be resolved.
This contribution provides further analysis on these open issues and gives the comparison of possible options.
2. Discussion
2.1. End-to-End or Hop-by-Hop connectivity
Two types of connectivity could be used for X2 connectivity between eNB and HeNB which are End-to-End and Hop-by-Hop connectivity.
The End-to-End connectivity means the X2 connection is remained end to end between eNB and HeNB and no X2AP context is kept in the X2-GW. X2-AP message is only decoded in the X2-GW for routing purpose. The Hop-by-Hop connectivity means  X2-AP message is fully terminated and interpreted and memorized in the X2-GW and two X2 associations are created at setup time: one X2AP association is created between the eNB and the X2-GW and one X2AP association is created between the X2-GW and the target HeNB. 
For the End-to-End connectivity, the functionality of X2-GW is simple because it is just used for routing X2-AP message purpose, there is no need for the X2-GW to manage UE related and non-UE related X2 procedures.
For the Hop-by-Hop connectivity, the functionality of X2-GW is more complex. The X2-GW needs to manage X2-AP context e.g. X2AP IDs, terminate non-UE related X2 procedures and maintain neighboring cell tables. In addition, some existing functions on the (H)eNB may be affected e.g. on X2 setup, eNB Configuration Update.
Therefore from functionality and implementation point of view it seems the End-to-End connectivity is simpler than Hop-by-Hop connectivity.
Proposal 1: End-to-End connectivity could be used for X2 connectivity between eNB and HeNB.
2.2. Routing of the X2 Setup and other X2-AP message 

For the routing of the X2 Setup and other X2-AP messages in the X2-GW three options have been identified so far:

Option1: The routing is based on a new explicit target (H)eNB ip@ field.
This option requires the addition of the peer ip@ in the X2-AP message and the transfer of this ip@ from the RNL layer in the X2-GW to the TNL layer to be used as destination address. It also requires the modification of the eNB Configuration Transfer message to include ip @.

Pros: 
- X2-GW is just like a routing entity, it only needs to decode the ip@ in the X2-AP message for the routing purpose.
- There is no need to maintain neighbouring cell table in the X2-GW.

- There is no need to manage X2AP context in the X2-GW
Cons: 
- eNB Configuration Transfer message and X2 AP message need to be extended. 
- A new mechanism is needed to solve HeNB switch on/off issue in case the IP address of HeNB is changed.
Option 2: The routing is based on a new explicit target (H)eNB ID field.

This option requires the addition of the peer (H)eNB ID field in the X2-AP message. It also requires a mapping in the X2-GW between the (H)eNB ID and the corresponding ip@.  Then it requires (H)eNB to register with the X2-GW in order to providing  the mapping between the (H)eNB ID and the corresponding ip@.
Pros: 

- X2-GW is just like a routing entity, it only needs to decode the ip@ in the X2 Setup message for the routing purpose.

- There is no need to maintain neighbouring cell table in the X2-GW.

- There is no need to manage X2AP context in the X2-GW
 - (H)eNB don’t need to know the ip@ of peed node. 
Cons: 
· (H)eNB needs to register with the X2-GW.

· X2 AP message need to be extended.
Option 3: The routing is based on the implicit routing information (e.g. Neighbour Cell Information ID, target cell id, X2 AP ID, Measurement ID) contained in the X2 AP message.
For X2 Setup message, the routing is based on the target HeNB ID derived from the Neighbour Cell Information ID already contained in the X2 Setup message. X2-GW needs to have permanent storage of all cells of the eNB and of all neighbour cells of each cell of the eNB and decode for each cell of the eNB the full list of neighbour cells and compare this list with the one stored. If an additional cell is found, the X2-GW shall extract that new neighbour cell ID and use it as a target HeNB ID. 
For UE-dedicated procedure, X2-GW needs to provide the proxy functionality between the HeNB and eNB. The X2-GW processes and forwards all X2 messages between the HeNB and eNB with modifying S1/X2-AP UE IDs For non-UE-dedicated X2-AP procedures, e.g. X2 cell related non-UE-dedicated message, X2-GW may pass associated information to the neighbour eNB based on the included cell information.  
Pros: 

· The X2-AP message don’t need to be extended
Cons: 
· X2-GW needs to maintain neighboring cell tables.
·  X2-GW needs to manage UE-dedicated procedures and terminate non-UE-dedicated X2-AP procedures.
· Some existing functions on the (H)eNB may be affected e.g. on X2 setup, eNB Configuration Update.
The option3 corresponds to the Hop-to-Hop connectivity solution which has more functionality and implementation affect. The option1 and option2 corresponds to the End-to-End connectivity solution. According to the analysis above, we prefer option2. 
Proposal 2: The X2-AP message routing is based on the H(e)NB ID.

2.3. X2-connectivity between HeNBs in case of X2-GW
For high density of HeNB deployment, there are maybe several hundred HeNBs under the coverage of the macro eNB, and the eNB needs to maintain hundreds of SCTP connections to all neighbouring HeNBs. To avoid the eNB scalability issues, the X2-GW is deployed between the eNB and HeNB to minimize the number of SCTP connections to be supported in the eNB.

Unlike macro eNB which covers large area and the eNB has to sustain a huge number of X2 connections with neighboring HeNBs, the HeNB only covers a small area and thus the number of neighbouring cells is limited, there is no scalability issue for the HeNB to keep direct X2 interface with neighboring HeNB. Using the X2-GW will bring little benefit and introduce extra transmission delay. Therefore it seems the X2-GW is not necessary for the X2-connectivity between HeNBs.

Proposal 3: Only direct X2 interface can be established between HeNBs no matter whether X2-GW being deployed.
2.4. Can the HeNB connect to only one X2-GW at a time
In case multiple X2-GWs are deployed within the eNBs coverage area, two possible options may be used for the deployment.
Option1: macro eNB connects to all X2-GWs, HeNB connects to one X2-GW. 
Figure1 shows the example for X2 connections with two X2-GWs.
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Figure 1 HeNB connect to one X2-GW
Option2: HeNB connects to all X2-GWs, macro eNB connects to one X2-GWs. 
Figure2 shows the example for X2 connections with two X2-GWs.

[image: image2.emf]HeNB

HeNB

HeNB

X

2

X

2

eNB

eNB

HeNB

X2-GW X2-GW

X

2

X

2

X

2

X

2

X

2

X

2 X

2

X

2


Figure 2 HeNB connect to two X2-GWs
With increasing HeNBs being deployed in the overlapping area, it’s obviously that a higher number of X2 connections needs to be maintained for the X2-GW in option 2 than that of option1. To alleviate the scalability issue for the X2-GW, the HeNB could only connect to one X2-GW. 
Proposal4:  HeNB could connect to only one X2-GW at a time in case of multiple X2-GWs being deployed.
3. Conclusion
The document discusses some open issues for X2-GW, based on the above analysis, we propose that: 
Proposal 1: End-to-End connectivity could be used for X2 connectivity between eNB and HeNB.

Proposal 2: The X2-AP message routing is based on the H(e)NB ID.

Proposal 3: Only direct X2 interface can be established between HeNBs no matter whether X2-GW being deployed.
Proposal4:  HeNB could connect to only one X2-GW at a time in case of multiple X2-GWs being deployed.
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