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1   Introduction
RAN3 agreed on the following properties for a standardized X2-GW[1]:

-
X2-GW shall be explicitly defined but optional to deploy.

-
X2 interface to the X2-GW shall reuse SCTP without any changes.

- 
Decoupling S1-GW from X2-GW.

-
Priority should be given to minimize implementation impact on the eNB and HeNB, thus minimizing the standard impact.

 -   Minimize the complexity of the X2-GW,  


* X2-GW shall not terminate UE-dedicated procedures (only route in a similar way as e.g. the S1 HeNB GW)


* X2-GW may terminate the non-UE dedicated procedures when appropriate.
This document discussed the X2-GW alternatives and concluded on the way forward for standardizing the X2-GW. 

2   Discussion
Currently, there are three alternatives for X2-GW as captured in TR37.803:

· Option 1: X2-Proxy

· Option 2: SCTP concentrator

· Option 3: X2 Routing Proxy 

For the option 2, the following open issues have been identified in [2]:

1.
SCTP was originally designed for pure point-to-point connections. The SCTP concentrator implements internal functionality on top of SCTP. It is FFS whether such functionality should be considered as an application requiring an SCTP PPI (Protocol Payload Indicator) of its own.

2.
The SCTP concentrator functionality exploits (“abuses”) the multihoming capability of SCTP. The IP addresses communicated over SCTP INIT chunks, according to the multihoming requirements in [16],need to be in different IP sub-networks, while still required to give access to the same SCTP stack. This might pose some limitations on IP address allocation. Without further configuration, the receiving side might have no information about the nature of the received IP address.

3.
According to [15], all IP addresses contained in the SCTP INIT chunk are considered as valid IP addresses of the sending host. By using an IP address received in the INIT chunk to establish an SCTP association to a third node (the other X2AP endpoint), the SCTP concentrator “abuses” this principle. A similar “abuse” happens in the sending node. It is FFS whether this is acceptable behavior.

4.
The number of SCTP streams between the concentrator and the eNB is greater than the number of SCTP streams between the concentrator and each HeNB. In other words, there need to be as many in/outbound streams between an eNB and the concentrator as HeNBs should ever connect to that eNB via the concentrator. According to [15], it is not foreseen to increase the number of streams once the SCTP association has been initialized. In principle it is possible to address a large number of HeNBs from the same eNB since there can be up to 65535 streams in an SCTP association, nevertheless in some cases this might pose dimensioning problems (some tens of bytes per stream may need to be reserved statically in each node). A mechanism to negotiate an additional set of stream IDs for each eNB-HeNB pair over the same SCTP association needs to be defined in IETF.

5.
The eNB needs to send the response over the same stream number as the received X2 SETUP REQUEST in order to allow mapping by the concentrator.

6.
Depending on the SCTP implementation in the sending node, an SCTP INIT having the same port and IP address as an existing SCTP association might not be sent by the source.

7.
Whenever a new X2 needs to be set up between a (H)eNB and a new neighbor via the concentrator, this needs to be done without setting up an additional SCTP association with the concentrator. A mechanism to set up SCTP only when there is none set up, needs to be defined.

Therefore,  SCTP concentrator doesn’t inline with the agreed way forward “X2 interface to the X2-GW shall reuse SCTP without any changes”. It should be excluded for further evaluation.
Observation 1: Option 2 should be excluded for further evaluation.
For option 1 X2-Proxy and option 3 X2 Routing Proxy, the common one open issue is that “How to decouple X2-Proxy from S1-GW during the TNL address discovery and X2 setup?”.
It can work with the existing TNL Address Discovery procedure and X2 Setup procedure if the X2 GW address is configured to the HeNB and eNB, without the necessity to couple X2-Proxy and S1-GW. The eNB trigged X2 setup procedure is shown in Figure 1.
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Figure 1: eNB triggered X2 Setup
If the HeNB find a new cell in eNB, the current signalling is not enough for X2 setup. There are two alternatives:

a) Always let eNB trigger X2 setup. 

b) Enhance X2 setup if HeNB find a new cell in eNB

RAN3 should decide a) or b) since it is a common issue for option 1 and option 3.

For X2 Routing proxy, the additional open issues are as follow:
-
How to notify the peer eNB (or HeNB) when the SCTP association between the X2 Routing Proxy and the HeNB (or eNB) breaks?

-
How to notify the eNB when the switched off HeNB power up with a different IP address, but other parameters (e.g. PCI, global eNB ID) are not changed? This may be even worse if the eNB does not know the HeNB switches off, i.e. The eNB did not initiate any X2 procedure towards the HeNB after the HeNB switched off , so the method as described in the 1st bullet does not work.

Considering HeNB switch off/switch on is normal case, the second issue is critical problem for option 3. Furthermore, option 3 doesn’t follow the following principle agreed in the way forward [1]. Since option 3 need to update every X2 procedure to add new IEs and give a lot of burden to standard.
-
Priority should be given to minimize implementation impact on the eNB and HeNB, thus minimizing the standard impact.

Therefore, it is proposed to agree option 1: X2-Proxy as the way forward.
Proposal: Agree option 1: X2-Proxy as the way forward
3   Conclusion

It is proposed to agree the following observation and proposal.

Observation 1: Option 2 should be excluded for further evaluation.
Proposal: Agree option 1: X2-Proxy as the way forward
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