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1. Introduction
A new SI “Further enhancements for HNB and HeNB” approved at RAN#51 includes a topic of “support of X2 via GW proxy for HeNB to HeNB mobility” which needs to be evaluated.
As was already discussed before, for instance in [2], direct X2 HO has numerous advantages, including reduced specification impact, lower HO latency and lower signalling overhead. During discussions about pros and cons of direct vs. GW proxy X2 HO between HeNBs and between MeNB and HeNB excessive load on HeNB and MeNB of large number of X2 connections is often mentioned as the most significant issue. 
In [1] it has been shown that this does not constitute a problem for the macro network, specifically “that tens of thousands of SCTP associations could be sustained using a Pentium IV 3 GHz 32-bit dual-core CPU and 4 GB of memory running Linux 2.6.23” and therefore “the need for X2 aggregation toward the macro network is more related to the operator-specific deployment, than a prerequisite for HeNB-eNB X2 connectivity”. 
However, while it is clear that typical eNodeB hardware can sustain a large number of X2 connections, there are certain deployments (enterprise, shopping malls, etc) with high density of HeNBs. A concern has been raised that if X2 GW proxy is not used in such a scenario and all HeNB are interconnected directly via X2, a typical HeNB hardware, which is usually less powerful than eNodeB hardware, may not be able to support all required SCTP connections. In this contribution we extend the analysis in [1] to Atom N455 CPU to demonstrate that even low end hardware used in HeNBs can sustain a large number of SCTP connections.
2. Discussion
In this experiment we used two Atom based systems interconnected using 100MB Ethernet, as illustrated below.
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PC2 that was used to emulate the H(e)NB had a 1.66GHz Atom N455 CPU with 1GB DDR3 memory and was running Ubuntu 11.04 Linux with 2.6.38 kernel. In this experiment we benchmarked the CPU and memory utilization that large number of SCTP connections would create. We transferred a relatively small 5kbps bi-directional traffic on each SCTP connection, which is typical for X2 interface that is used primarily to transfer control information. 
The table below summarizes the results
	Number of SCTP connections
	CPU utilization in % 

	100
	0.17

	200
	0.39

	500
	0.89

	1000
	1.89

	2000
	4.12

	3000
	6.36

	4000
	8.89

	5000
	11.06

	10000
	17.32


Table 1 - SCTP benchmark results
Memory utilization was not dependent on the number of SCTP connections, which is to be expected as Linux kernel socket related data structures are rather small and was about 12MB. 

These results clearly show that even a low end hardware which is used in HeNBs, such as Atom N455 CPU, can easily sustain a few hundred SCTP connections which is the most realistic scenario even for a large deployment of X2 interconnected H(e)NBs. Even completely unrealistic load of 10K connections is not impossible. It should be noted that the experiment was conducted on a hardware which is currently available and by the time this specification will be deployed typical H(e)NB hardware is likely to be even more powerful.
3. Summary and proposal
It is proposed to agree that even for high density H(e)NB deployments with up to 1K H(e)NBs interconnected using X2 interface the load generated by a large number of SCTP connections does not present a problem neither for H(e)NB hardware nor for macro eNodeB hardware.
It is further proposed to agree not to consider SCTP connections overhead when discussing X2 GW vs. direct X2 interface issue.
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PC1 – load generator





PC2 – H(e)NB


i


PAGE  
1

