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Discussion
1 Introduction 
An e-mail discussion was completed between RAN3#70bis and submission date for RAN3#71 to discuss the stage 2 and stage 3 contributions for HNB Enhanced mobility RNSAP solution and the open issues identified at RAN3#70bis and based on WF on R3-110404 [1].
2 Discussion

Review of Stage 2 and 3 docs.

            Changes to 25.467 for agreed issues in R3-110405:

                        Restriction of support for direct and via GW on one HNB

                        Removal of Inter-CSG support

                        Removal of mandatory CS data forwarding

                        Addition of mobility access control - restrictions

                        HNB Configuration Transfer alignment with HNBAP

                        Addition of Port numbers and PPI numbers for Iurh

                        Addition of RTP/GTP-U to Iurh protocol stack

            Rapporteurs update of 25.471  RNA in R3-110406

                        Addition of configuration update procedure

                        Removal of reference to SCTP.

            Changes to 25.413 RANAP in R3-110407

                        There have been no comments on this, so this is exactly the same as the last one presented to RAN3#70bis in R3-110342

            Changes to 25.469 HNBAP in R3-110408

                        Changes since RAN3#70bis, are to add definitions of local and remote IP addresses.

Open issues from R3-110404:

a) No convergence on this, with the issue of how Iurh Setup is used for the GW based option; NSN proposing termination at the HNB-GW for a two part setup; ALU proposing a single end to end Iurh setup procedure. The solution chosen will have impact on 25.467 (showing other messages or no change), 25.471 (adding messages/removing message and IEs), and possible 25.469 (making HNB configuration transfer bi-directional). Nevertheless progress in understanding the issues and benefits has resulted from the e-mail discussion.

b) Partly converged in that Huawei, Interdigital and ALU support the use of Configuration update procedure addition to RNA, added in R3-110406. Further discussion needed on handling of other failure scenarios.

c) The definitions were added to HNBAP to make it clearer. The issue of use of local IP address or an indicator to indicate support of direct interface, the indicator didn’t have enough support, and so the local ip address supplied by the HNB can be used as an indicator.

d) No convergence on support for GW originated HNB configuration transfer, as dependent on issue a)

e) Restriction added to Stage 2 in new section so this issue is cleared.

f) The general opinion is that it is better to retain the access control query as some aspects of access control/security are difficult to assess and it will be needed at Rel-11 if Inter-CSG operation is included. HW believed it is not needed, but does not present a risk if retained. 

g) Agreed update needed to RUA to correctly define the connect message contents. HW will provide CR.

h) Need for context for non-UE associated signalling, No convergence, NSN believe needed, HW, ALU believe not needed, and handled by connectionless message.

The above documents 405-408 will be presented at the RAN3#71 with numbers 581-584.
Email thread at e-mail discussion cut-off (12.00 CET on 11th Feb 2011 as below:

From: WARNER, Martin (Martin) [martin.warner@ALCATEL-LUCENT.COM]
Sent: 11 February 2011 11:01
To: 3GPP_TSG_RAN_WG3@LIST.ETSI.ORG
Subject: Re: [#04 Post-RAN#70: RNSAP solution for HNB-to-HNB mobility] (ALU)

Hello Hanns-Juergen and Everyone,
            Thank you for your response, which now clarifies that you are concerned about the failure of an established SCTP Connection rather than failure of the SCTP Establishment procedure itself. Our view is that in this scenario either end of the SCTP Association could initiate a re-establishment if required, since both ends would be aware of the SCTP Connection failure. Even if it was decided that the client always initiated the re-establishments (which is not mandated in RFC 4960) we still see no issue with the HNB-GW establishing an SCTP Connection to the HNB and re-establishing it when it fails. What seems to be the fundamental difference here is that we inherently view the Iurh interface as a peer to peer connection, whereas you appear to suggest that it is a client server connection.

While we are still not in agreement on how Iurh setup is performed, we have made progress and are able to better understand the issues. I think that it may be possible to agree the Stage 3 material even without the final agreement on Iurh setup. (There has been no comments on RANAP changes for instance). 

Best regards,

            Martin

Martin Warner 
Alcatel-Lucent 
Consultant Systems Engineer 
UMTS System Architecture and Standards 
The Quadrant, Stonehill Green, 
Swindon, Wilts 
SN5 7DJ 
E-mail: Martin.Warner@alcatel-lucent.com 
Phone: +44 1793 775845 
Mobile: +44 7590447004 
Alcatel-Lucent Telecom Limited, Registered Office: Christchurch Way, Greenwich, London SE10 0AG.
Registered in England & Wales number 02650571 
This message is confidential and may contain privileged information. If you are not the addressee indicated in this message (or responsible for delivery of the message to them) you may not copy or deliver this message to anyone or take any action in reliance on it. If you have received this e-mail in error, please delete it and notify the sender as soon as possible. Alcatel-Lucent does not accept any liability for any harm that may be caused to the recipient's system or data by this message. Please carry out virus and other such checks as you may consider appropriate.


From: Schwarzbauer, Hanns Juergen (NSN - DE/Munich) [mailto:hanns-juergen.schwarzbauer@nsn.com] 
Sent: 11 February 2011 08:00
To: WARNER, Martin (Martin); 3GPP_TSG_RAN_WG3@LIST.ETSI.ORG
Subject: RE: [#04 Post-RAN#70: RNSAP solution for HNB-to-HNB mobility] (ALU)
dear all,
 

see my response below [ALU3] as [NSN3]
 

greetings 
  
Hanns-Juergen 
hanns-juergen.schwarzbauer@nsn.com 
internal:        85 18066 
fixed:   +49 89 5159 18066 
mobile:  +49 172 265 246 2 
 



From: ext WARNER, Martin (Martin) [mailto:martin.warner@ALCATEL-LUCENT.COM] 
Sent: Thursday, February 10, 2011 6:08 PM
To: 3GPP_TSG_RAN_WG3@LIST.ETSI.ORG
Subject: Re: [#04 Post-RAN#70: RNSAP solution for HNB-to-HNB mobility] (ALU)
Hello Hanns-Juergen,
            We have a response below to your comments on SCTP association failure tagged ALU3. Maybe we should follow Pascal’s suggestion and complete these discussions in Taipei.

Best regards,

            Martin

Martin Warner 
Alcatel-Lucent 
Consultant Systems Engineer 
UMTS System Architecture and Standards 
The Quadrant, Stonehill Green, 
Swindon, Wilts 
SN5 7DJ 
E-mail: Martin.Warner@alcatel-lucent.com 
Phone: +44 1793 775845 
Mobile: +44 7590447004 
Alcatel-Lucent Telecom Limited, Registered Office: Christchurch Way, Greenwich, London SE10 0AG.
Registered in England & Wales number 02650571 
This message is confidential and may contain privileged information. If you are not the addressee indicated in this message (or responsible for delivery of the message to them) you may not copy or deliver this message to anyone or take any action in reliance on it. If you have received this e-mail in error, please delete it and notify the sender as soon as possible. Alcatel-Lucent does not accept any liability for any harm that may be caused to the recipient's system or data by this message. Please carry out virus and other such checks as you may consider appropriate.


From: Schwarzbauer, Hanns Juergen (NSN - DE/Munich) [mailto:hanns-juergen.schwarzbauer@nsn.com] 
Sent: 10 February 2011 11:43
To: WARNER, Martin (Martin); 3GPP_TSG_RAN_WG3@LIST.ETSI.ORG
Subject: RE: [#04 Post-RAN#70: RNSAP solution for HNB-to-HNB mobility] (ALU)
Hi again,
 

obviously my message are too complicated...
I don't want to repeat my statement about SCTP association initiated by the HNB-GW forever 
(see the separate mail threat  I started yesterday at 15:49 CET)
 

see my comments inline
 

greetings 
  
Hanns-Juergen 
hanns-juergen.schwarzbauer@nsn.com 
internal:        85 18066 
fixed:   +49 89 5159 18066 
mobile:  +49 172 265 246 2 
 



From: ext WARNER, Martin (Martin) [mailto:martin.warner@ALCATEL-LUCENT.COM] 
Sent: Thursday, February 10, 2011 11:39 AM
To: 3GPP_TSG_RAN_WG3@LIST.ETSI.ORG
Subject: Re: [#04 Post-RAN#70: RNSAP solution for HNB-to-HNB mobility] (ALU)
Hello Zheng,
            Thanks for your comments, our responses are in-line below.

Best regards,

            Martin 

Martin Warner 
Alcatel-Lucent 
Consultant Systems Engineer 
UMTS System Architecture and Standards 
The Quadrant, Stonehill Green, 
Swindon, Wilts 
SN5 7DJ 
E-mail: Martin.Warner@alcatel-lucent.com 
Phone: +44 1793 775845 
Mobile: +44 7590447004 
Alcatel-Lucent Telecom Limited, Registered Office: Christchurch Way, Greenwich, London SE10 0AG.
Registered in England & Wales number 02650571 
This message is confidential and may contain privileged information. If you are not the addressee indicated in this message (or responsible for delivery of the message to them) you may not copy or deliver this message to anyone or take any action in reliance on it. If you have received this e-mail in error, please delete it and notify the sender as soon as possible. Alcatel-Lucent does not accept any liability for any harm that may be caused to the recipient's system or data by this message. Please carry out virus and other such checks as you may consider appropriate.


From: Zhouzheng [mailto:zheng.zhou@HUAWEI.COM] 
Sent: 10 February 2011 09:54
To: 3GPP_TSG_RAN_WG3@LIST.ETSI.ORG
Subject: Re: [#04 Post-RAN#70: RNSAP solution for HNB-to-HNB mobility] (ALU)
Hi Alexej and All

Regarding issue k), we think the choice of direct or via GW should be configured to the GW by OAM. There should be only one type of Iurh in the same GW. 

[ALU]    Configuration by the GW is one option, outlined in our previous responses on this topic, but we don't see any reason for restricting only one type of Iurh (direct or via GW) for a GW. The agreement at the end of last meeting was to restrict it to one type for a HNB, but even this restriction we don’t think is necessary. 
For others open issues, please see our updates.

a) We agree the basic principles raised by NSN:

- the Setup of an Iurh interface is initiated by a HNB only

[ALU] – We agree that the Setup of an Iurh interface should also be initiated by an HNB only. However we still believe (as specified in 25.467) that an Iurh interface is terminated between HNBs and is not terminated in the HNB-GW. Therefore in our view for the scenario whereby the Iurh interface is routed via the GW, the GW may have to establish an SCTP Association to the Target HNB (if one does not already exist) to allow the e-2-e Iurh interface to be setup. 
[HJS] If an HNB-GW Initialised an SCTP association by itself and this association fails for some reasons, then the node having sent the SCTP Initialisation is required to attempt re-initialisation of that association. Details please check with RFC 4960 clause 4 SCTP state diagram:
If the T1-init timer expires, the endpoint MUST retransmit INIT
       and restart the T1-init timer without changing state.  This MUST
       be repeated up to 'Max.Init.Retransmits' times.  After that, the
       endpoint MUST abort the initialization process and report the
       error to the SCTP user.
 The node having received the INIT doesn't perform any actions to re-establish a failed SCTP assoc.
This is the reason why NSN is opposing any proposal that the HNB-GW initiates an SCTP association towards an HNB.
(BTW  I started working with SCTP since the very beginning of this protocol )
[ALU3] – We are confused by your response. The T1-init timer is used when an SCTP Association is in the process of being established. However you also refer to the HNB-GW initialising an SCTP association which then fails. So that is referring to a failure of an SCTP association after it has been established, not failure during the establishment procedure. We don’t see anything in RFC 4960 that states after failure of an established SCTP association only the original initiating endpoint can re-establish the association. Can you therefore clarify what the issue is here?
[NSN3]  let's exemplify the issue using a  similiar problem of our daily work. Assume you are establihing a TCP connection to a server in the Internet. In IETF speach your computer is  acting as client. If the connection fails for some reason, who is going to reestablish it? Of course, it would be you and nobody else, the server you have been connected with simply doesn't care.
Now applying this to our HNB-GW case it becomes obvious that the HNB-GW would have to re-establish the failes transport connection, because the HNB-GW was acting as client. 
Having explained this using hopefulle non confusing example, it should become clear why we insist that the HNB has to establish the SCTP association and NOT the HNB-GW.
- the HNB sets up an Iurh interface instance if it has not yet established an Iurh-i/f towards the C-Plane address provided by the HNB-GW.

[ALU] – The option selected and documented in R3-110404 was to establish a single SCTP Association between HNB & HNB-GWs for Iurh interfaces. Since an Iurh interface is logically terminated between HNBs we don't believe that it is correct to use a single Iurh interface between an HNB & HNB-GW since this then implies that the Iurh interface is terminated between HNB & HNB-GW which is inconsistent with 25.467. For sure a single SCTP Association can be used, but that does not then imply that a single Iurh interface has to be used.

- the Iurh setup function consists of the establishment of an SCTP association and the RNA procedure itself – both together, like on e.g. X2.

- in case of GW-connectivity, only a single Iurh-i/f instance exists for each GW-connected HNB towards the GW and hence it needs to be setup only once.

Regarding multi-cell Iurh setup, we have no strong opinion. If there is a multi-cell Iurh setup, the storage of Iurh connection/NCL in GW can be avoid. Otherwise, the GW need to store former HNBAP configuration request from the HNB-x, then inform requested HNBs that the Iurh to HNB-x is available. And also confirm HNB-x which HNBs are now reachable via this Iurh. We have following extra proposals:

-The cell availability/unavailability over Iurh via GW should be informed via RNA not HNBAP.

-The GW only needs store possible Iurh connection between HNBs via GW, no need manage the whole NCL.

[ALU] – This is exactly why we made the earlier comment that having an Iurh interface terminated between HNBs simplifies this whole issue, as it removes all this additional complexity from the HNB-GW. And it also helps ensure that the implementation on the HNB for both the direct & indirect routing scenarios is common, which was a key desire from many.

f)   We tentatively agreed to retain access query procedure for non-CSG UEs even in intra-CSG case. But the Necessity of this procedure should be clarified. But we don’t see any extra clarification on it, so we still prefer to remove it. In our understanding, there is no access control needed for intra CSG case. If the non-UE has passed the access control in the source, and the source can also know the target has the same CSG, then the UE can access the target. Maybe there is an issue if PSC confusion happens, but we never defined the solution to resolve PSC confusion for non CSG UEs. Anyway, the source shall not trigger the enhanced SRNS Relocation if the target doesn't belong to the same CSG as the source HNB.I think the same principle applied for CSG UEs for both 3G and LTE. In LTE case, the applicable scenarios are no access control needed, which I think it is current work assumption if I understand correctly.
[ALU] A key issue here is whether the HO for Rel-10 is only Intra-CSG and hence just between CSG HNBs or whether it is intra-CSG plus HO between non-CSG HNBs. If it is the latter we need the access control query, if the former we agree we don’t need it. Maybe we need feedback from operators on the deployment plans for this.

 

g) Thanks for the supporting, we will resubmit R3-110106.
BR

Zheng ZHOU

-------------------------------------------------------------------------------------------------------------------------------------
This e-mail and its attachments contain confidential information from HUAWEI, which 
is intended only for the person or entity whose address is listed above. Any use of the 
information contained herein in any way (including, but not limited to, total or partial 
disclosure, reproduction, or dissemination) by persons other than the intended 
recipient(s) is prohibited. If you receive this e-mail in error, please notify the sender by 
phone or email immediately and delete it!
From: Kulakov, Alexej, VF-DE [mailto:alexej.kulakov@VODAFONE.COM] 
Sent: Thursday, February 10, 2011 12:59 AM
To: 3GPP_TSG_RAN_WG3@LIST.ETSI.ORG
Subject: AW: [#04 Post-RAN#70: RNSAP solution for HNB-to-HNB mobility] (ALU)

Dear all,
 

I have a separate question which is probably not addressed yet (Let call it K):
 

After receiving of the HNB Registration request from the HNB2, the GW will need to decide which IP Address it has to give to the HNB2 to anable the setup of the SCTP association towards HNB1. The GW has 2 alternatives:
 

- IP address of the GW in case Iurh interface is going over the GW 
- IP address (local) of the HNB in case the direct interface is there
 

My question is how HNB GW decides which IP to provide?. In which step? Where did it get the knowledge if there is a direct interface there or not? My expectation is that this point is clearly described in our specifications and if any requirements are needed towards TR069, then we should task SA5 for that.
 

My other comments:
 

To A: I think we need to be future proof and not forget that in the (near) future we might consider to extend the Iurh solution towards the macro. My expectation is that whatever the alternative we choice now we will be able to re-use for the macro case. Is that given in both alternatives?
 

To C: I also do not see a need for indicator
 

On F: Agree now with the last comment from ALU
 

Regards
 

Alexej


Von: Schwarzbauer, Hanns Juergen (NSN - DE/Munich) [mailto:hanns-juergen.schwarzbauer@NSN.COM] 
Gesendet: Mittwoch, 9. Februar 2011 16:33
An: 3GPP_TSG_RAN_WG3@LIST.ETSI.ORG
Betreff: Re: [#04 Post-RAN#70: RNSAP solution for HNB-to-HNB mobility] (ALU)
Martin, all,
 

just wanted to highlight that the response given in [ALU] is the reason why I initiated a separate mail thread on this.
Reasony why NSN doesn't agree with [ALU2] are given there.
 

greetings 
  
Hanns-Juergen 
hanns-juergen.schwarzbauer@nsn.com 
internal:        85 18066 
fixed:   +49 89 5159 18066 
mobile:  +49 172 265 246 2 
 



From: ext WARNER, Martin (Martin) [mailto:martin.warner@ALCATEL-LUCENT.COM] 
Sent: Wednesday, February 09, 2011 3:48 PM
To: 3GPP_TSG_RAN_WG3@LIST.ETSI.ORG
Subject: Re: [#04 Post-RAN#70: RNSAP solution for HNB-to-HNB mobility] (ALU)
Hello Everyone,
            I have added some responses to NSN latest comments marked [ALU2]. Also attached an updated RNA, with corrections to the configuration update message to add senders/receivers RNL ID. 

Best regards,

            Martin

Martin Warner 
Alcatel-Lucent 
Consultant Systems Engineer 
UMTS System Architecture and Standards 
The Quadrant, Stonehill Green, 
Swindon, Wilts 
SN5 7DJ 
E-mail: Martin.Warner@alcatel-lucent.com 
Phone: +44 1793 775845 
Mobile: +44 7590447004 
Alcatel-Lucent Telecom Limited, Registered Office: Christchurch Way, Greenwich, London SE10 0AG.
Registered in England & Wales number 02650571 
This message is confidential and may contain privileged information. If you are not the addressee indicated in this message (or responsible for delivery of the message to them) you may not copy or deliver this message to anyone or take any action in reliance on it. If you have received this e-mail in error, please delete it and notify the sender as soon as possible. Alcatel-Lucent does not accept any liability for any harm that may be caused to the recipient's system or data by this message. Please carry out virus and other such checks as you may consider appropriate.
 



From: ext WARNER, Martin (Martin) [mailto:martin.warner@ALCATEL-LUCENT.COM] 
Sent: Monday, February 07, 2011 6:36 PM
To: 3GPP_TSG_RAN_WG3@LIST.ETSI.ORG
Subject: Re: [#04 Post-RAN#70: RNSAP solution for HNB-to-HNB mobility] (ALU)
Hello Everyone,
            Thanks for the interesting comments so far. I have some responses below and amended documents attached based on these.

Open Issues:

a)            Operation of SCTP connections for direct and via GW. How the use of HNB-GW and direct Iurh co-exist, and addressing of SCTP connections. How does the establishment of Iurh signalling connection between HNB-GW and target HNB occur.
[HW]: We have agreed that “Requirement is that HNB supports “list” of 1 to N neighbours to be reachable via one Iurh interface (carried on a single SCTP association) in case of HNB-GW routing ”in R3-110404. Now Iurh setup should be updated to support multi-cells Iurh setup request and response in a single procedure. When a cell is available/unavailable or the neighbor cell list is changed, a configuration update like message should be added to handle these cases. 

[IDCC]: We are of the same opinion as Huawei.

[ALU]: Our view is that the sentence starting ‘Requirement is..’ is in conflict with the proposal from 110109 to support Iurh interfaces on one SCTP association. The agreement was for option b: b) single SCTP assoc for all Iurh interfaces towards the HNB-GW separate from Iuh association. The approach of using a multiple cell Iurh setup towards the HNB-GW is interesting but generates a problem that if a subsequent setup to one of the target HNBs failed then this would have to be managed by the GW, which would somehow have to indicate to the source HNB which Iurh setups had failed. This is more complicated than it needs to be. Our view is that using a similar scheme to that for the direct interface is the correct approach, with separate Iurh setup procedures for each Iurh, though all using the same SCTP association when routed via the HNB-GW.
On the issue of configuration update, this seems a reasonable approach, and we have added this to RNA, in the updated Stage 3 attached.
 
[NSN] 

As you may have seen in our draft stage 2 CR, sent out yesterday, the principles for Iurh-Setup to follow are those:

- the Setup of an Iurh interface is initiated by a HNB only

- the HNB sets up an Iurh interface instance if it has not yet established an Iurh-i/f towards the C-Plane address provided by the HNB-GW.

- the Iurh setup function consists of the establishment of an SCTP association and the RNA procedure itself – both together, like on e.g. X2.

- in case of GW-connectivity, only a single Iurh-i/f instance exists for each GW-connected HNB towards the GW and hence it needs to be setup only once.

We think that especially the last two bullet depicts the major difference in our thinking. 

Please bear in mind, that we do not propose to have multiple cell Iurh Setup procedure, but only a single one towards the GW, not towards the peer HNB.

Further, please bear in mind that the approach of having a single Iurh established via the single SCTP assoc to the HNB-GW is aligned with the principles for X2 interface handling used e.g. for LTE Relay and our understanding is that this can be also applied to a scenario where the HeNB-Gw acts as a proxy (not contained Rel-10!).
         [ALU2]    Our view is that the Iurh is terminated between HNBs, and in the GW routed scenario the GW is only acting as a transport layer router. Which is consistent with 25.467. The NSN approach of terminating Iurh on the GW and hence establishing an individual Iurh interface between each HNB and the GW (as shown with the set of two Iurh Setup processes) adds unnecessary complication in the form of additional messages to indicate when the second leg of the Iurh is setup. Such an approach is inconsistent with 25.467 and also means that an Iurh interface could be successfully setup between a Source HNB and the HNB-GW, but in certain circumstances could not be used, for example when the second Iurh interface between the HNB-GW and target HNBs are not successfully established.  So we see a better approach is to setup an Iurh interface between HNBs via the GW in the same way as for the direct interface. Hence using the GW to route Iurh setup messages between neighbouring HNBs. Although this would mean that the HNB-GW does initiate a Iurh setup request towards the THNB, it is only doing this as a proxy for the source HNB and is therefore consistent with the role of the GW described in 25.467.  Aligning the via GW and direct interface operations gives real benefits in providing one set of functionality in the HNB for both modes of operation. 

 
b) Handling of failure situations

HNB#1 has Iurh neighboring {HNB#2,… HNB#9} via the HNB-GW. Effectively {HNB#1,… HNB#9} are meshed in a star-type network via the HNB-GW

         Situation to be solved:

                  Iurh connection between HNB-GW and HNB#3 fails. 

                          HNB#3 Iuh remains operational description how to handle this

                          HNB#3 Iuh fails in parallel      description how to handle this

[HW]:see comment for open issue a). We prefer to introduce a new configuration update like procedure in RNA to inform the cell’s available or unavailable.
[IDCC]:We are of the same opinion as Huawei.   

            [ALU} Agreed as in comments on issue a) a configuration update procedure is added to RNA 

 [NSN] for the failure situation described in b): If the HNB-GW does not memorise the neighbour relations (hence only recognises which HNB is currently Iurh connected to it), RNA communication fails if RNA messages intended for relaying via the GW are issued by an HNB. In this case, each HNB “learns over time” which peer node is currently unavailable by e.g. the introduction of a RNA:CONNECT REJECT message.

If the HNB establishes its Iurh connection again (by establishing an SCTP connection to the GW + RNA:Iurh Setup) the HNB would need to provide a(n updated) neighbour-list via HNBAP means in order to trigger the GW to distribute this information to the peer nodes. 

Having said this, we dont think that a configuration update message is necessary, as the availability is indicated via the existence of the Iurh interface instance anyhow (in case it failed) or via issuing an Iurh Setup.
         [ALU2] Availability and configuration information may change at any time. Non-availability of an HNB may not be due to an SCTP association failure. The configuration update procedure will inform all the neighbours of a change in an HNB’s availability or configuration. Of course if the sending HNB has a change in configuration it will also need to inform the HNB-GW, via the HNBAP HNB registration procedure. 

 

c) definition of "Local" and "remote" IP addresses

            [ALU] covered in previous update of 25.467, however, further issues arise:

            [NSN]Although the HNB-GW could deduce from the presence of the Local IP Address IE the HNB's support of RNSAP Relocation, we suggest to introduce a generic IE like e.g. "supported HNB features" (think of a bitstring with each bit-position representing a feature, RNSAP Relocation being one of these), and defining the Local IP Address IE being conditionally present upon the "RNSAP Relocation supported" bit being set.
This method caters for the fact that the HNB-GW is not really in the position to check the provided local IP address and it would also allow to use this capability bitstring later on for future features
                [HW] For this specific issue, we don’t see it is essential to add an explicit capability indicator. Considering future extension (actually, Huawei has proposed such generic HNB capability IE when we discussed UL MUX in R9), it is also fine for us to introduce such HNB capability IE in HNBAP.

            [ALU] We are ok with having an indicator but it doesn’t seem to have enough support yet. Maybe some further discussion needed. 
 
d) HNB-GW initiated HNB Configuration Transfer procedure (not included in HNBAP at present)
[HW]: We are basically OK with the proposal from ALU, there is no NCL store in GW, which is already controlled by HMS. The remain issue is that when the NCL is changed ,how to update the Iurh connection relation for GW proxy option. We prefer to use the same mechanism for handle the failure case, a configuration update like procedure to inform GW about the individual Iurh connection update. 

[IDCC]: We’re ok with the proposal from ALU.  Also the step 3 of  figure 5.8-1 in draft-R3-110405-Stg2chgs-v2 should be updated to reflect the fact that no neighbour list is maintained in the HNB-GW. Therefore the words “ and neighbour information” should be removed.  Also  in the case of Iurh connection via GW, IDCC is of the same opinion as Huawei regarding individual Iurh connection update.
            [ALU] As agreed for issue a) and configuration update message will be added to RNA. Also the mistake in Figure 5.8.-1 is corrected in 25.467 update attached.
[NSN] There is no agreement on issue a) and adding an update to RNA is the wrong protocol. Therefore, this is only part of the story
 [ALU2] See no issue in adding this to RNA. The issue in a) has been discussed above.

e)              For intra-CSG mobility, does the CN need to be informed of a change of HNB mode (closed/hybrid/open) to allow differential charging for use of a particular mode? More consideration till next meeting, but working assumption that intra-CSG closed/closed mobility is allowed.

[HW] In our understanding, the charging mechanism of CSG UEs is based on the CSG ID, Access Mode and Membership Status. It is possible for the operator to define different charging policies for CSG members in hybrid cell and close cell though the two cells belong to the same CSG. To let more flexible in charging, it may be better to restrict this enhanced mobility is restrict to following three cases: intraCSG close to close, intra CSG hybrid to hybrid and open to open. 

                [IDCC] We are of the same opinion as Huawei in principle. Moreover, we would like to restrict the solution to the cases highlighted in yellow in the table below (from our offline discussion in Dublin).

            [ALU] For intra-CSG the cases highlighted in the table in yellow are the only ones permitted. This limitation is added to the 25.467 change in 405 attached in text form as a new section on mobility access control , and other mobility options forbidden in the table can be considered in Rel-11, along with inter-CSG handling.
f) Also for access control checks for mobility: to discuss whether it is triggered by the source or the target (as at present defined).

[HW]Though it has clarified the access control procedure is only for non CSG UEs in intra-CSG case, we still failed to find the reason to keep this in intra-CSG case.  For inter HNB handover,  the pre-condition for non-CSG UEs supporting is that there is no PSC confusion. The source HNB can identify the target cell ID by PSC, which can also get the CSG ID of the target as well.  The non CSG UEs can pass the access control in the source side, and the target side belongs to the same CSG of the UE. Then it is no case to use the access control procedure. So we propose to remove this procedure in this release.

[IDCC] In our views, there are two options for consideration: 

1.            Option 1: Keep the current access control query in step 2a-2b (figure 5.7.2.1-1) but rather have it initiated from the source HNB. Keep the note which indicates that the access query is only needed if non-CSG UEs are supported. Restrict the supported cases to the ones highlighted in yellow in the table above

2.            Option2: Remove the step 2a-2b all together. No support for non-CSG UEs with the optimized mobility solution. Restrict the supported cases to the ones highlighted in yellow in the table above.

IDCC have a slight preference for option 1.
            [ALU] The overall consensus at the meeting and off-line was to keep the access control query procedure for non-CSG UEs. For source or target triggered access control, then the issue is if Source HNB performs the query then the scenario whereby the target fails the HO preparation due to a non-allowed UEs is avoided, however, this means that the target HNB will have to accept all HOs from the source without any further checks. If the source is a compromised HNB then this provides a good way for the network to accept a UE that shouldn’t have access. Maybe need a bit more discussion on this topic.
g) Issue from R3-110104 that the RUA Connect specifies a INITIAL UE MESSAGE which may not for relocation be the message used.  Change needed to RUA to align.

[HW] As we has stated in R3-110104,after the enhanced H2H relocation procedure, the serving HNB has changed. Though the Iu Signalling Connection for the UE between HNB-GW and CN has not been changed, the UE associated signalling connection between the new HNB and the HNB-GW shall be established. New mapping relation between the Iu signalling connection and UE-associated signalling connection over Iuh shall be formed in the HNB-GW.Generally, the RUA Connect procedure is used to establish the UE associated signaling connection over Iuh. But the RANAP messages are not involved in the enhanced H2H relocation procedure. It is not clear the first RANAP message is from uplink or downlink after the procedure. Then it requires the connect can be triggered by both direction with any RANAP messages. But the current HNB originated Connect is binding with Initial UE message. The restriction should be removed. We propose to agree the proposal in R3-110106.

                [IDCC] Agree with the proposal in R3-110106

                [ALU] Agree, RUA should be corrected.
h)     If non-UE associated connection oriented RNSAP messages can be completely handled by the RNSAP functions, and be handled as connectionless messages in RNA.

[HW] As far as I know, the reason for common measurement and information exchange to use connection oriented RNSAP messages is that the connection oriented messages have higher reliability. Now UE associated signaling connection in RNA is a virtual logical connection not a real connection, then it has no different to transport in connectionless message or connection-oriented messages in RNA.

[NSN- Alex] as I am the originator confusion of topic d) let me please clarify my thoughts:

my reasoning behind requiring a dedicated Iurh Context Id for transporting RNSAP "Distant RNC Context" signalling was that 

- RNSAP implementations (and, of course, RNSAP as specified in 25.423) should not see any difference whether RNA or SCCP is underneath as signalling transport

- there are only two signalling transport services expected by RNSAP signalling (see §6): connection oriented and connectionless. and by the definition of the RNSAP Distant RNC Context

which means that you would need to define an exception for the case where RNA/SCTP is used instead of SCCP for non-UE RNSAP signalling, which would not be the way I understood agreements of using "RNSAP as is" for Iurh connectivity.
[ALU] We support Huawei’s view on this, and see no reason for adding an extra context ID. RNSAP is used as is, but the protocol stack is different, its Iurh not Iur - so mapping of RNSAP messages to transport resources will be different. No changes needed.
[NSN]: so, following the logic of HW and ALU would mean that we need to change RNSAP and describe that in case RNA is blow RNSAP instead of SCCP, the connection less service needs to be used. Is this really what we want ? at least NSN is in fundamental disagreement with this approach.
[ALU2] There is no need to change RNSAP, in a similar way that RANAP was not changed although RUA was used across the Iuh and the mapping of RANAP messages to RUA messages is not specified in RANAP. Since SCCP is not used on Iurh, there is no issue with making RNSAP implementations handle both RNA and SCCP. Since these stacks are specific to HNBs, showing them in 25.467 (as currently) is the correct solution.
On the agreements:
[NEC]:

The updates for section 5.7.2.2 (in stage-2 CR) to reflect the agreed way forward  for data forwarding “Agreed:CS Data forwarding should be optional“ looks confusing.

In section 5.7.2.2, source HNB behaviour top level bullet describes “shall” and in the sub-bullet HNB behaviour is described as “may”. 

In order to allow seamless Iu-UP operation from a CN perspective
-           the Source-HNB shall

-----

when triggering the execution of the RNSAP Relocation (exact sequence of actions is implementation specific)

-     may start to forward user plane packets towards the Target-HNB.

I think that “may” in sub-bullet is contradicting with the “shall” in the top level bullet. Therefore, some kind of re-structuring  is required.

Then, the target HNB behaviour described as:

-     the Target-HNB shall

-     after having received the RANAP ENHANCED RELOCATION INFORMATION REQUEST message

-           use the information provided by the Source-HNB to establish Iu-UP instances for receiving user Iu-UP frames from the Source-HNB and use the information of the last CS Iu-UP UL/DL user-data frame number as received from the source together with received DL user-data frames to re-install the timing
The above statement assumes that the Target HNB will always receive the forwarded PDUs and utilizes the received PDUs to re-install the timing (highlighted above). On the other hand, it is not always true considering the agreement that data forwarding is optional. Therefore, the above text also needs rewording taking considering the agreement on data forwarding.

[ALU] Added as second ‘may’ to handle the target behaviour, but not sure about the expected rewording needed for the source behaviour. Proposal welcomed here.

Attached draft-R3-110406 25.471 v2.3.0 with changes to introduce Configuration Update, and also changes to Iurh setup to remove the unneeded HNB identity and Receivers TNL identity.

Attached draft R3-110405 25.467 changes v3. Further changes to add contraint on intra-CSG mobility, minor correction to user plane operations.

So far - no changes on HNBAP and RANAP as from last meeting.

Best regards,

            Martin

Martin Warner

Alcatel-Lucent

Consultant Systems Engineer
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