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1 Introduction 
Based on the recent discussions in SA2 and RAN2, some new indications, e.g. MTC indicator and low priority indicator, would be introduced in the RRC connection setup procedure. Considering enhancing the overload control procedure of RAN3, this document provides some potential solutions for improving the precision and flexibility of S1 overload control functionality.
2 Discussion
2.1 Wait time
For spreading the re-attempts of rejected users and reduce the pressure of signaling processing for CN node, a “wait time” mechanism is used in RRC connection reject. Considering the density of MTC devices may be much more than legacy UEs, longer “wait time” was proposed by some companies in the previous RAN2 meeting.

With current mechanism the “wait time” value for each user is only decided by eNB. But when CN overload happen, the CN node only inform a simple message to eNB, e.g. restrict “mo-data” or restrict “mo-data” and “mo-signaling”. From these messages eNB can not estimate exactly when the CN node could recover. If the wait time that eNB gives is too short and CN node does not recover yet, the user devices will waste the radio resource and unnecessarily occupy the PRACH resources (which may increase the RACH collision). If the wait time that eNB gives is too long, the radio resources will be left un-used and decrease the whole system efficiency.
In R8/R9, the wait time is from 1 to 16 seconds, which is not a very big range and will not lead to big impact even if the wait time is not estimated precisely. But if longer wait time is introduced, e.g. an hour long wait time, the imprecise wait time will probably decrease the system performance with a big scale.
In order to assist the wait time decision of eNB, it’s proposed to let CN node provide a reference wait time to eNBs. Because the CN nodes know its congestion level, it can give a relatively more proper time when it can recover.
In a simplified way, the reference wait time could be carried in OVERLOAD START message, and be set zero when the OVERLOAD STOP message is received.
Proposal 1: it’s proposed that CN node should provide a reference wait time to help RAN node increasing the precision of “wait time” of RRC connection setup procedure. 
2.2 S1 signaling throughput limitation
With current mechanism, MMEs within a pool inform their relative MME capacities to eNBs to achieve load balance functionality. In a implementary manner, there’re some drawbacks of this load balance mechanism:
· MME may not update its “relative MME capacity” frequently enough, so there’re risks that the eNBs which connected to the MME pool will direct most of the access user devices to a small amount of MMEs which have higher “relative MME capacity”, which may lead to overload situation to these MMEs.
· “Relative MME capacity” is a rough information. ENBs can not estimate the real capability that how many signaling processing capacity the MME left. When many MTC devices is triggered with a synchronized manner and access in a short time, and all MMEs in one pool are high loaded, the eNBs will still send the signaling to MMEs as many as they can and will not restrict the signaling throughput, which will fasten the CN overload.
In MTC CN overload scenarios, the above risks will be more realistic. In order to overcome these drawbacks, it’s proposed that CN node should inform the real capability of signaling processing to eNBs that how many signaling throughput the CN node can handle or accept, upon which the eNBs which connect to this CN node can precisely estimate the left signaling processing capacity and restrict their signaling throughput properly. With this method, eNBs can restrict or even reject the signaling upon the CN load level and avoid the CN overload situation.
For example, SGSN/MME can inform a “maximum acceptable signaling throughput” to the eNBs. To go Further, assuming the SGSN/MME connects with N eNBs and its left signaling processing capacity is A, then the SGSN/MME can set the “maximum acceptable signaling throughput”  = A/N and send it to each eNB to ensure that the total signaling throughput will not exceed the capacity. Specifically, the “maximum acceptable signaling throughput” could be put in a new S1 signaling or one of the current S1-AP signaling like MME STATUS TRANSFER, MME CONFIGURATION UPDATE, MME DIRECT INFORMATION TRANSFER, or MME CONFIGURATION TRANSFER.
Proposal 2: it’s proposed that CN node should inform its wanted real signaling throughput to eNBs, upon which the eNBs which connect to this CN node can precisely estimate the left signaling processing capacity and restrict their signaling throughput properly to better avoid the CN overload situation.
Considering achieving more flexibly and specifically signaling throughput control towards MTC traffics, the “maximum acceptable signaling throughput” could be set specifically to UEs configured for MTC or low priority applications. With this method, the performance (e.g. control plane latency) of legacy UE could be ensured and lower the CN signaling pressure led by MTC or low priority traffics.
Proposal 3: it’s proposed that the “maximum acceptable signaling throughput” could be set specifically to UEs configured for MTC or low priority applications to ensure the performance of legacy UE and lower the CN signaling pressure led by MTC or low priority traffics.
3 Conclusion 
Proposal 1: it’s proposed that CN node should provide a reference wait time to help RAN node increasing the precision of “wait time” of RRC connection setup procedure.
Proposal 2: it’s proposed that CN node should inform its wanted real signaling throughput to eNBs, upon which the eNBs which connect to this CN node can precisely estimate the left signaling processing capacity and restrict their signaling throughput properly to better avoid the CN overload situation.
Proposal 3: it’s proposed that the “maximum acceptable signaling throughput” could be set specifically to UEs configured for MTC or low priority applications to ensure the performance of legacy UE and lower the CN signaling pressure led by MTC or low priority traffics.
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