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1 Introduction 

Motivation for Energy Saving (ES) is mainly driven by the desire to protect the environment, with OPEX savings being an important motivation. Consequently, there is great interest to go ahead with ES investigations ‎[1]. 
ES constraints have been discussed in [2], this paper aims to add further details. A main constraint is given by the need to maintain global coverage. Furthermore a sophisticated ES algorithm/strategy shall neither compromise Quality of Service (QoS) nor Grade of Service (GoS). In other words, for all originating and terminating requests the network shall be able to detect the request in the first place, analyse further the demands regarding QoS and capacity and finally react accordingly. 
Inter-RAT scenarios with 2G/3G overlay yield high potential with respect to ES. The inter RAT ES scenario could potentially be combined with intra-RAT and additionally with local ES mechanisms. On the other hand a high complexity might be a drawback of such approach, particularly if a decentralized solution is concerned. Even more challenging will be the task to find an optimised strategy if the efficiency of the ES measures are considered.
More detailed, a decentralized solution based on pure local switch off decisions followed by switch off notifications towards neighbours could introduce major problems: 

- severe risks to create coverage holes;

- instability, as the local nodes do not have knowledge about the neighbours situation regarding capabilities, load, resource availability; 

- a near-optimum status with respect to energy efficiency from network perspective seems hard to achieve.

Within the following discussion a negotiation-based algorithm is proposed. It aims to address capacity, coverage, QoS constrains but at the same time to optimize ES efficiency.
2 ES algorithm – outline
Main input parameters to steer the actions related to ES are for example:  
· Heterogeneous deployment, coverage situation; 

· (Offered-) traffic mix including its daily profile, weekly variations, long term changes;
· UE capability mix. For the following it is assumed that UE's are supporting either 2G only, 2G and 3G or 2G, 3G and LTE, i.e. full backward capability is assumed;
· ES specific parameters as energy/bit as function of load, HW, local ES features utilization, renewable energy production on-site vs. CO2 emission etc.;
· Local policies, e.g. "a certain 2G/GSM cell shall never be switched off completely" in order to guarantee global coverage. This ensures necessary service provisioning but also provides the functionalities — e.g. to detect emergency calls, other new service requests, a UE switching on can be registered, and if needed wake-up functionality for intra-RAT and inter-RAT neighbours;
· Miscellaneous parameters as OAM interventions,  faults, HW alarms, KPI alarms, specific CN-backhaul-, etc. constrains; 
· Possible interactions with RRM, SON, traffic steering and other functionalities.
In order to support a distributed approach such information should be available locally (for LTE on eNB basis, for 3G and 2G the RNC respectively BSC would be in charge).
The proposed algorithm relies mainly on co-operation of the inter-RAT and intra RAT nodes in order to compensate for the temporarily missing coverage, capacity and QoS. When low load is detected or based on any trigger a negotiation procedure may be started originating from any of the involved controlling nodes. 
Main steps of the overall algorithm are:
Negotiation phase:

· to find the best cell(s) to power down; 

· In this negotiation phase the nodes exchange the estimated load per target cell which it attempts to transfer. Additionally it indicates how much CO2 emission per bit it could save;
· The neighbour answers either with i) a response message indicating how much load it could carry or ii) with a compensation request and proposing to switch off itself and asks for compensation for its own traffic load. 
Switch off decision:

· Once the best cell is found it is switched off and the neighbours are informed.
Switch on procedure:
· The neighbours are able to switch on the cell in ES mode;
· To avoid toggling: timers which control on-off phases might be deployed. E.g. for a certain period no further actions are taken after a switch on has happened.
· Additional mechanism to improve sell switch on may be employed, as proposed in R3-102856 [5].

3 Example scenarios
The discussion below is based on a layout as sketched in figure 1. 
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Figure 1: Example inter-RAT overlay. GERAN cells g1,g2; UTRAN cells u1, u2, u3; e-UTRAN cell e1. 
In an example-scenario (fig.2) the e-UTRAN cell may detect opportunity to enter an ES mode (i.e. to switch off). This detection could be based on local policy, e.g. an OAM defined schedule. More advanced mechanisms could be more dynamic, threshold-based or self-learning based on historical data (daily traffic profiles). Cell e1 "knows" that u1 and u2 could provide compensation and starts to negotiate. E-UTRAN e1 signals the expected load what needs to be transferred to the potential compensator. The actual load values could be acquired via OAM, or historical profiles etc. The values may hold for a sufficient long period of time in order to maintain network stability. Compensation is agreed by u1 and u2, so e1 can enter ES mode. The wake-up finally is triggered by the controlling node of u1, u2 (the RNC, assuming it is S-RNC for u1 and u2).
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Figure 2:  E-UTRAN cell e1 negotiates with u1 and u2. 
In a further example the e-UTRAN cell does not find sufficient compensation in the first step. As GERAN cell g1 provides redundancy (see fig. 1), a second negotiation step is started and the added-up capabilities of UTRAN and GERAN are allowing for ES-mode of e-UTRAN e1 (fig. 3).

[image: image3.png]eNB

RNC

BSC

Compensation Request

Load: T 100ops, 42200 Kops.
£ sffcency: x CO2/ bt

Compensation Response

1100 ks, 122100 kops.

Compensation Request

Load: ot 100kops.
ES sffcency: x CO bt

Compensation Response

Load: g1 100kops.
Switch Off Notification

Switch Off Notification

Switch oft et

Switch On Command

[ switch on:e1

Switch On Command





Figure 3: E-UTRAN cell e1 negotiates with UTRAN u1 and u2, GERAN g1. 
A final example (fig.4) addresses the ES efficiency aspect. By providing a KPI " CO2 per bit" several points are covered:

- energy efficiency of the cells (HW, SW- related),
- local ES features on/off and their efficiency,
- type of energy mix (renewable, electricity, diesel..) used by the site/cell. 

In this example the eNB controlling the e-UTRAN cell e1 starts negotiations. UTRAN cell u2 has more potential to reduce CO2 emission. Consequently it would be favourable to keep e1 on air but turn u2 into ES mode.
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Figure 4:  For ES efficiency reasons: E-UTRAN e1 does not go in ES mode but UTRAN u2.  
4 Summary
The proposed algorithm aims to ensure coverage, QoS and GoS during ES periods. At the same time energy efficiency / CO2 emission should be optimized from a network perspective. Network is in this context seen as a single network consisting of intra-RAT and inter-RAT cells. The algorithm is mainly aiming to support de-centralized solutions in addition with local policies. Instead of autonomous switch off by local decisions a negotiation should be initiated to ensure the requirements. Within the discussed examples mainly inter-RAT negotiations are utilized. Naturally the intra-RAT is included, to integrate intra-RAT, inter-frequency hierarchical cell structures is straightforward. The previously discussed scenarios "Inter-eNB Energy-Savings" [3] may add further potential but may need additional attention.
5 Text proposal for TR 36.927
The below text proposal is based on the content agreed in R3-102526 [4].
	*** First change, omitted text not changed ***


5.2
Potential solutions for the above scenarios
Solution 1: Cell switch on/off via O&M commands (already exist)

With this solution, the E-UTRAN cell can be switched off/on by the centralized OAM system based on some RAN information, e.g. load information. And the Intra-RAT and Inter-RAT neighbour nodes should be informed either by the OAM or by the signalling. 

Solution 2: Cell switch on/off autonomously at the RAN node via local policies downloaded by O&M
With this solution, the E-UTRAN node can turn the cell on/off according to a certain policy configured by OAM, and its Intra-RAT and Inter-RAT neighbour nodes should be informed, either by the OAM or by the signalling. An example policy would be switching on the cell 3 hours after switching off it or switching off the cell at 0:00 am and switching on it again at 7:00 am. As a part of energy saving operation, the E-UTRAN node may handover the capable UEs to the UTRAN/GERAN firstly.
Solution 3: Cell switch on/off based on signalling across RATs
With this solution, the capacity boosting E-UTRAN cell may be switched off autonomously based on information available in the cell. Switch-on may be performed upon request by one or more neighbour inter-RAT nodes. Intra-RAT and Inter-RAT neighbour nodes should be informed after on/off decision is made.
Solution 4: inter-RAT coordination of cell switch-off
With this solution, a cell, before it is switched off, requests support from appropriate neighbour or neighbours. The procedure consists of request, where the cell to be switched off informs the neighbour or neighbours about the scale of needed support (e.g. load to be transferred after it is off). The neighbours may accept or reject the request. Rejection does not prohibit the cell from switching off, but enables it to reconsider it. The request may also contain information about energy efficiency.
Complementary energy saving features:
Following complementary features are FFS for both, intra- and inter-RAT scenarios:
· 
· Addition of “deactivation indicator” in solution 3 above
Note: Feasibility studies and good understanding about the benefits of complementary energy saving features listed above is needed.
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