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1. Introduction

The ANR mechanism shall still work with the introduction of Relay Nodes and the X2 and S1 proxy functions embedded in the DeNB. Although the procedure executed when an eNB discovers an RN cell thanks to ANR is now clear, the reverse side – when an RN discovers a neighbouring eNB – still needs some clarifications. The present contribution describes 2 possible mechanism s allowing a neighbouring cell to be discovered by a Relay Node.
2.  Discussion
When an eNB discovers a neighbouring cell through ANR, the usual mechanism includes the following steps after the UE has reported eCGI and TAI:

1) the eNB extracts the target eNB-Id from the eCGI and initiates a TNL discovery with S1-eNB CONFIGURATION TRANSFERT message [1], to be routed by the MME

2) the target eNB responds by embedding its X2 TNL address in a S1-eNB CONFIGURATION TRANSFERT message, to be routed by the MME

3) the eNB receives from the MME a corresponding S1-MME CONFIGURATION TRANSFERT message
4) the eNB establishes an X2 interface with the target eNB

5) the eNB warns its neighbours with X2-ENB CONFIGURATION UPDATE procedure [2] about the new neighbour cell
The ANR mechanism shall still work with the introduction of Relay Nodes and proxy function in the DeNB.

It has been agreed that the X2 proxy function embedded in the DeNB makes RN cells appearing to neighbouring eNBs as cells managed by the DeNB itself. Indeed, when a neighbouring eNB initiates a TNL address discovery after having discovered a cell belonging to a RN, the S1-MME CONFIGURATION TRANSFER message terminates at the DeNB, which replies in place of the RN.

However, it is unclear what could be the mechanism when a RN detects a new neighbouring cell. The RN shall warn the DeNB of this new cell, and the DeNB shall indicate to the RN enough pieces of information so as the RN can choose between X2 and S1 handovers. 
2.1. Option 1: S1-eNB/MME CONFIGURATION TRANSFERT
In this option, S1 eNB.MME CONFIGURATION TRANSFER procedure is used between the DeNB and the RN.
1) The RN retrieves eCGI and TAI from UE measurements. It deduces the target eNB-Id from eCGI.
2) The RN initiates a S1-eNB CONFIGURATION TRANSFER, with target eNB-Id as target address
3) The DeNB, acting as a MME, receives and treats the message. It retrieves the target eNB-Id.

Case 1)

If the DeNB has already an X2 interface setup with the target eNB, the DeNB responds to the RN with a S1-MME CONFIGURATION TRANSFER, fitted with the target eNB-Id as source address. The RN does not need to have the TNL address of the target, the message here is interpreted by the RN as an acknowledgement of its initial request. Indeed, the X2 TNL Configuration Info IE can be set to any value.
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Neighbour discovery by RN –Neighbour already known by the DeNB
Case 2)

If the DeNB is aware of the cell but is configured with a 'no X2 HO' flag, the DeNB shall warn the RN. However, the S1-eNB/MME CONFIGURATION TRANSFERT procedure has no failure indication.

One possibility is to use the TNL address to define a code point for success and a code point for failure. It is not seen as a clean protocol design.
Another possibility is to define a new optional IE named SON Information Request Failure in the SON Information Reply to indicate the failure. There is no backward compatibility issue as this IE would be used over the S1 interface between the RN and the DeNB, although it is defined for the general case.
	SON Information Reply
	
	
	
	

	>X2 TNL Configuration Info
	O
	
	9.2.3.29
	 

	>Time synchronization Info
	O
	
	9.2.3.34
	

	   >SON Information Request Failure
	O
	
	
	ENUMERATED(X2 TNL Configuration Info, …, Time synchronization Info)
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Neighbour discovery by RN – Failure case

Case 3)

If the DeNB wants to initiate an X2 interface with the target eNB, it may have first to find its TNL address before initiating an X2 interface toward the target node. For that purpose the normal discovery procedure is used between the DeNB and the target eNB.  After X2 establishment, the DeNB forwards a S1-MME CONFIGURATION TRANSFERT back to the RN, the X2 TNL Configuration Info IE being filled with any value. If the X2 setup fails, one of the alternatives depicted in case 2) above is applied.
However, since S1-MME CONFIGURATION TRANSFERT messages includes only nodes Ids as routing addresses, the DeNB may have problems to find the RN initiating the request, especially in case of simultaneous  requests.
A solution is that the DeNB duplicates the S1-MME CONFIGURATION TRANSFERT message to all its RN having a CONFIGURATION TRANSFERT procedure pending. A further optimisation could be to limit the duplication to RNs having a pending request to a given target eNB.
Another solution would be to introduce a token IE in the CONFIGURATION TRANSFERT procedure. The token would be allocated by the DeNB, transported transparently by MMEs, and echoed without interpretation by the target eNB. However this solution would be not backward compatible. 
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Neighbour discovery by RN – New neighbour for DeNB
4)  
The DeNB warns the RN, with a X2-eNB CONFIGURATION UPDATE, including the target cell in its neighbouring cell list and possibly the GU-group list of the target eNB. 

5) The DeNB warns its neighbours with a X2-eNB CONFIGURATION UPDATE, including the target cell in its neighbouring cell list. 

To be noted that in case the cell was not new for the DeNB, the update may be limited to the RN having initiated the request.

2.2. Option 2: X2-eNB CONFIGURATION UPDATE
In the procedure described in 2.1, the S1- CONFIGURATION TRANSFER procedure is used as a trigger only, and not actually for a TNL address discovery.  Thus, the RN could alternatively warn its DeNB of the newly discovered cell by a X2-eNB CONFIGURATION UPDATE. This is described in the following:
1) The RN retrieves eCGI and TAI from UE measurements.

2) The RN initiates a X2-ENB CONFIGURATION UPDATE. It indicates the new cell C1 in the neighbour list of its served cell CRN
3) The DeNB, receives and treats the message. It retrieves the target eNB-Id from the eCGI
Case 1)and case 3)
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Neighbour discovery by RN with CONFIGURATION UPDATE – Normal case

DeNB either sets up an X2 interface to the neighbour target eNB managing the target cell if no X2 relation exists, or updates its configuration to the neighbour target eNB if it has already one. In both cases, the DeNB indicates to the target eNB RN cell as a served cell.

4) 
The DeNB warns the RN, with a X2-eNB CONFIGURATION UPDATE, including the target cell in its neighbouring cell list and possibly the GU-group list of the target eNB
5) The DeNB warns its neighbours, with a X2-eNB CONFIGURATION UPDATE, including the target cell in its neighbouring cell list. 

Case 2)

If the DeNB does not want to establish an X2 with the target eNB, or if the set-up fails, the DeNB warns the RN by transmitting a X2-eNB CONFIGURATION UPDATE including the target cell as a served cell to delete. 
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Neighbour discovery by RN with COFIGURATION UPDATE – Failure case
3. Conclusion
The introduction of the DeNB modifies the neighbour discovery procedure when initiated by a relay node. Two solutions have been presented, the first one re-using the TNL discovery procedure through S1, and the second one based entirely on X2 configuration updates.

Since the TNL address of a neighbour eNB is actually not needed by the RN, we prefer the option 2.

Proposal: S1-eNB/MME CONFIGURATION TRANSFERT is not used between a RN and its DeNB for neighbour discovery
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