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1
Introduction
In RAN Plenary #47 meeting a new study item was approved to investigate solutions for the E-UTRAN network energy savings for both inter-RAT and inter-eNB network configurations [1]. In line with this study item, a way forward was agreed on in the RAN WG3 #68 meeting [2]. For inter-RAT energy savings, the way forward included E-UTRAN eNB with 2G/3G overlay scenario and two solutions for the inter-RAT energy savings in this scenario: cell switching based on message exchanging and cell switching based on local policy.  For the inter-eNB energy savings, the way forward included enhancements that will not create coverage holes.
In [3], a Technical Report (TR) skeleton was presented for the investigation of the E-UTRAN energy saving proposals for Release 10. In this paper, we present text proposals for inter-RAT energy scenarios and solutions to be included in that TR.     
2
Text Proposal
----------------------------------------------------------------------------------------------------------------------
5
Inter-RAT energy saving mechanisms 

5.1
Deployment scenarios

The deployment scenario comprises ubiquitously deployed underlay cells (e.g. GERAN/UTRAN cells) providing basic voice and packet data service to UEs and overlay E-UTRAN cells providing additional network capacity for packet data services. The E-UTRAN cells are completed covered by the GERAN/UTRAN cells resulting in an overlaid scenario. For network energy savings purposes, it is expected that Cell A (the E-UTRAN cell) can be powered off when additional packet data services and capacity are not required, while Cell B (UTRAN/GERAN cell) supports UEs that otherwise would be served by Cell A. In the event that more capacity is required, Cell A is powered back on.  The overlaid deployment scenario is illustrated in Figure 5.1-1.


[image: image1.emf]Cell B 

(GERAN/UTRAN)

Cell A 

(E-UTRAN)


Figure 5.1-1: Inter-RAT Overlaid Network Layout
Note that the non-overlaid scenario (i.e. the E-UTRAN cell is not completely covered by UTRAN/GERAN cell) is not considered because when E-UTRAN cells are powered off, the user experience could be negatively impacted.  

5.2 Potential solutions for the above scenarios
In Release 9 inter-eNB network energy saving mechanism was developed; in this mechanism, the eNB autonomously turns off when an opportunity for network energy saving is identified. The eNB then informs its neighbouring cells of its decision before powering off.  The powering on of an eNB can be performed by the eNB itself or neighbouring eNBs can send a power on request to the eNB.  Once the eNB is powered on, it informs neighbouring eNBs of its status. This Release 9 framework is the basis for the inter-RAT network energy saving solution captured in Scenarios 1 and 2 below. 
Note that while the scenarios presented below assume the UTRAN as the other RAT, the similar scenarios can be developed for the GERAN.

5.2.1 Scenario 1 – Inter-RAT Network Energy Savings Based on Local eNB Power on Decision 
Scenario 1 is illustrated using the call flow presented below in Figure 5.2.1-1 below. 
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Figure 5.2.1-1:  Call flow for Inter-RAT Network Energy Saving for Scenario 1

A powered on eNB can decide to power off based on local policy management at the eNB or based on messages exchanged with other nodes.  Local policy management can be on based on triggers such as time-based triggers or the eNB’s load information going below a predefined threshold configured by the OAM. Alternatively, the eNB can exchange messages (such as load information) with neighbouring cells and use those messages in deciding to power off. This is shown as “messaging exchange” in the Figure 5.2.1-1. 
Once the power off decision is made, idle and connected mode UEs on the E-UTRAN are moved to the UTRAN cell using appropriate SIB configuration(s) and inter-RAT handover/redirection procedures, respectively. Alternatively, UEs can reselect to other cells after losing connections from the E-UTRAN when the eNB powers off.  In addition to moving the UEs, the eNB also notifies the UTRAN and other neighbouring cells of its status by sending an “Off Notification”. It is important to note that although the UEs are shown as being transferred to the UTRAN before the neighbouring cell notification in Figure 5.2.1-1, the order of these two events might be reversed for some implementations.
In Scenario 1, when the eNB is powered off, the decision to power it on is also made in the eNB based on local policy e.g. predetermined schedules that requires the eNB be power back on after a few hours. Once the decision is made, neighbouring cells are also notified of the eNB’s status using the “On Notification” message. Since the neighbouring cells in the UTRAN are aware that the eNB are powered back on, UEs on the UTRAN can be moved over to the E-UTRAN using some of the previously discussed approaches.  

5.2.2 Scenario 2 – Inter-RAT Network Energy Savings Based on Remote eNB Power on Decision 
Scenario 2 is very similar to scenario 1 in the powering off of an eNB, however, in Scenario 2; the powering on of the eNB is performed by a remote node (i.e. the RNC). The decision at the RNC is based on local policy (e.g. predetermined schedule or UE QoS request) or load information received from other nodes in the network.
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Figure 5.2.2-1:  Call flow for Inter-RAT Network Energy Saving for Scenario 2
Once the powering on decision is made, an “On Request” is sent through the SGSN and the MME to the eNB. A corresponding acknowledgement, the “On Response” is sent back from the eNB to the UTRAN to confirm the request activation. The neighbouring cells are in turn notified of the eNB’s status using the “On Notification” message and UEs on the UTRAN can be moved over to the E-UTRAN using the previously discussed approaches in Scenario 1.  

It is noteworthy that the mechanisms described in Scenarios 1 and 2 does not impact legacy UEs. 

5.3 Evaluation
Inter-RAT network energy solutions differ based on the implementation of the following two procedures: Cell switching method (powering off and on an eNB) and the signalling of messages between network nodes. Therefore, various options for these procedures will be evaluated in this section.  
5.3.1 Cell Switching Evaluation
The powering on or off of an eNB (i.e. cell switching between E-UTRAN and UTRAN/GERAN cell) can be triggered based on information derived from other network nodes (Cell switching based on Message Exchanging) or based on information local to eNB (Cell switching based on local policy). 
The decision to power on and power off an eNB can be based on message exchanging between the network nodes e.g. load information exchanged between nodes in the UTRAN/GERAN and E-UTRAN. The eNB can turn off itself if its load is below a threshold and the neighbouring cells can support UEs that would otherwise be camped on that eNB. In addition, if neighbouring cells are experiencing high load conditions, to alleviate the load situation a powered off eNB can be powered back on by a neighbouring cell in the UTRAN/GERAN. 

Cell switching in this context is not as a result of the information received from other RANs (GERAN/UTRAN) but due to a local policy implemented at the eNB itself e.g. a time–based trigger used to switch off the eNB at a particular time and switch it back on after certain number of hours. Comparisons between the two cell switching options are presented in Table 5.3.1-1.  
Table 5.3.1-1:  Comparisons between Cell Switching Options

	
	Cell Switching based on Message Exchanging
	Cell Switching based on Local Policy 

	Trigger
	External trigger e.g. messages exchanged between the E-UTRAN and  GERAN/UTRAN like cell load  information 
	Internal trigger e.g. time-based trigger in the eNB

	Signalling
	Message for Cell Switching Parameter(s)- Signalling is required for message exchanging between RANs for e.g. load reports from RAN nodes
 On Request/Response - Signalling is required for the GERAN/UTRAN requesting an eNB in powered off state be powered on (i.e. On Request). Once the eNB is powered on, it responds back with an “On Response”.

Off/On Notification - Signalling is required for neighbour notification after cell switching decision is made.
	Off/On Notification- Signalling is required for neighbour notification after cell switching decision is made.

	Configurations
	The type of cell switching parameters (e.g. load information), the associated thresholds and timers should be preconfigured by OAM. 
	The type of cell switching parameters (e.g. time schedule or eNB load information), the associated thresholds and timers should be preconfigured by OAM.

	Effectiveness in power savings
	The triggering parameters (e.g. load) can be chosen to be sensitivity to changing network and UE conditions hence this type of triggers is quite effective in predicting opportunities for energy savings without negatively impacting the performance of UEs in the cell.
	The trigger is based on local policy at the eNB which may not be dependent on network variations and demands hence the opportunities for network savings might not be maximized or the performance of UEs in the cell might be negatively impacted.


5.3.2 Signalling Evaluation
As outlined in Table 5.3.1-1, there are four different types of messages required to be communicated between E-UTRAN and the UTRAN/GERAN for cell switching based on message exchanging and one type of message for cell switching for local policy. These messages can be transferred using any of these three approaches:
· RAN Information Management (RIM) procedure mechanism
· Defining new messages 

· Piggy backing on existing messages 
5.3.2.1 RIM Procedure
This procedure provides a generic mechanism for the exchange of arbitrary information between applications belonging to the RAN nodes. The RAN information is transferred in RIM containers from the source RAN node to the destination RAN node by use of messages. The RAN information when carried in RIM containers is transparent to core network nodes.  This imply that the network nodes are not impacted by the definition of new RIM applications, instead, changes would only be required to the source and destination RAN nodes.
Currently, for Self organizing nodes (SON) applications i.e. SON transfer RIM application, information such as cell load is shared between network nodes of different RANs using the RIM procedure.  A similar approach can be used for load information sharing and neighbour notification between the E-UTRAN and the UTRAN/GERAN for network savings purposes.  To implement this, we recommend that a “RIM application identity” for network energy savings be defined.
5.3.2.2 New Message(s)

Another approach would be to define new messages over the S1, S3 and Iu/Gb interfaces for E-UTRAN to UTRAN/GERAN communications. These messages include: 

·  an “On Request” message sent from an RNC can be used to trigger back on an eNB cell that has been powered Off.  
· an “On Response” message sent from an eNB to the RNC as an acknowledgement to the “On Request” message.
· an “On Notification” message sent from an eNB to neighbouring UTRAN/GERAN nodes to notify the nodes that the eNB cells were just powered back on.

· an “Off Notification” message sent from eNB to neighbouring UTRAN/GERAN nodes to notify the nodes that the eNB cells are powering off.
It is important to note that typically, the creation of new messages tend to be cumbersome and extremely involving since the network nodes associated with the impacted interfaces (e.g. e-node B, MME, SGSN, RNC) have to be modified to support these new messages. 
5.3.2.3 Piggy Backing on Existing messages

In Inter-RAT network energy savings scenarios, sometimes when the eNB is powered off or on, UEs are moved from one RAT to another. Connected UEs are moved between RANs by using the inter-RAT HO procedure. In this case, the eNB can append its power status (e.g. by including a new cause value to indicate that the eNB is “powering Off”) to an inter-RAT HO request to notify the UTRAN/GERAN of its decision.  Likewise, if cell switching based on  message exchanging is assumed, a GERAN/UTRAN node which decides to power on an eNB based on load conditions can piggy back the “On Request” on the inter-RAT HO request used in moving connected UEs over to the E-UTRAN.      
While piggy backing on existing messages is easier to implement than defining new ones, however, the applicability of these messages is limited since existing messages to piggy back on are not always available e.g. a powering off eNB that wants to inform neighbouring cells of its power status might not have connected UEs to move over to another inter-RAT cell so there are no inter-RAT HO request messages to piggy back on. 

A summary of the differences between the three signalling options is presented in Table 5.3.2-1. 
Table 5.3.2-1: Comparisons between the Signalling Options
	
	RIM Procedure
	New Messages
	Piggy back on Existing messages

	Impact on network nodes
	Source and destination RAN nodes
	All nodes along the network path (e.g. e-node B, MME, SGSN, RNC) will be impacted
	Assuming the network nodes can forward such message without modification, only the source and destination RAN nodes are impacted. 

	Availability
	Always available
	Always available
	Depends on whether there are UEs to handed over to other RATs


5.3.3 Evaluation Conclusion
Based on the advantages associated with cell switching based on message exchanging and cell switching based on local policy as outlined in section 5.3.1, we conclude that the standards provision for both approaches. Provisioning for cell switching with message exchanging involves providing the means for signalling the Power on request/response and the on/off notification. The cell switching parameters can be conveyed by using mechanism as currently used in SON.  It is noteworthy that the signalling required for cell switching based on local policy would automatically be provided if cell switching based on message exchanging is supported. 
Based on the implementation ease and availability of the signalling solutions as discussed in section 5.3.2, we conclude that the RIM procedure should be adopted as means to communicate messages and neighbour notifications between network nodes across different RATs for network energy savings purposes.
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