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1   Introduction
During RAN3#68 and Adhoc Beijing meetings, “non UE-associated messages handling” is listed as an open issue, this paper is used to kickoff the offline discussion and to get a possible convergence on a common understanding.
In this paper, we will discuss the termination of all the non UE associated X2 messages and how to handle them between RN and DeNB.

Note: many words are copied from the related contributions submitted to Adhoc June Beijing meeting.

2   Non UE associated X2 Msg termination

According to TS36.300 V10.0.0, current Relay X2 control plan protocol stack is shown below：
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Figure 4.7.4-2: X2 control plane protocol stack for supporting RNs

“There is one X2 interface relation between the RN and the DeNB, and there is one X2 interface relation between the DeNB and every other eNB that the DeNB has an X2 relationship with. The DeNB processes and forwards all X2 messages between the RN and other eNBs for all UE-dedicated procedures. The processing of X2-AP messages includes modifying X2-AP UE IDs and GTP TEIDs but leaves other parts of the message unchanged. All non-UE-dedicated procedures are handled locally between the RN and the DeNB, and between the DeNB and other eNBs.” [13]
From the description above, the termination of all the non-UE associated X2AP procedures are terminated at DeNB due to the included X2AP proxy functionality.
Conclusion1: all the non-UE associated X2AP procedures are terminated at DeNB
3   Non UE associated X2 Msg handling

According to [1], there are 11 non UE associated X2 procedures:
Table 1 non UE associated X2 procedures
	Elementary Procedure
	Initiating Message
	Successful Outcome
	Unsuccessful Outcome

	X2 Setup
	X2 SETUP REQUEST
	X2 SETUP RESPONSE
	X2 SETUP FAILURE

	eNB Configuration Update
	ENB CONFIGURATION UPDATE
	ENB CONFIGURATION UPDATE ACKNOWLEDGE
	ENB CONFIGURATION UPDATE FAILURE

	Reset
	RESET REQUEST
	RESET RESPONSE
	　

	Mobility Settings Change
	MOBILITY CHANGE REQUEST
	MOBILITY CHANGE ACKNOWLEDGE
	MOBILITY CHANGE FAILURE

	Cell Activation
	CELL ACTIVATION REQUEST
	CELL ACTIVATION RESPONSE
	CELL ACTIVATION FAILURE

	Resource Status Reporting Initiation
	RESOURCE STATUS REQUEST
	RESOURCE STATUS RESPONSE
	RESOURCE STATUS FAILURE

	Resource Status Reporting
	RESOURCE STATUS UPDATE
	　
	　

	Error Indication*
	ERROR INDICATION
	　
	　

	Load Indication
	LOAD INFORMATION
	　
	　

	Radio Link Failure Indication
	RLF INDICATION
	　
	　

	Handover Report
	HANDOVER REPORT
	　
	　


*In case the Old eNB UE X2AP ID IE and New eNB UE X2AP ID IE are not included in the ERROR INDICATION message, the procedure uses non UE-associated signalling.
Non-UE associated procedures could be categorized as follows:

· non cell associated procedures, e.g. X2 setup, eNB Configuration Update, reset, Error Indication
· cell related procedures, e.g. cell activation, resource status activation/report, load indication, RLF indication, HO report, Mobility Settings Change

3.1   Non cell associated procedures
3.1.1   X2 Setup

The purpose of the X2 Setup procedure is to exchange application level configuration data needed for two eNBs to interoperate correctly over the X2 interface.

“The content of these messages are mainly related to the X2 connection between the two nodes, and can therefore be handled locally on each X2 interface instance. It is FFS if some updates are needed due to on how the RN knows which other eNBs the DeNB has an X2 relation with.” [4]
	Table 2 X2 Setup
　EP
	Handling　
	Reference

	X2 Setup
	X2 setup procedures will be handled locally on each X2 interface instance.

eNB configuration update procedure will be triggered in case the updated X2 relation need to be informed to RN or neighbour eNB.
	[2]

 REF _Ref266882331 \r \h 
 \* MERGEFORMAT [4]
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There is a common understanding from the companies provided contributions last meeting that X2 setup procedures will be handled locally on each X2 interface instance. eNB configuration update procedure will be triggered in case the updated X2 relation need to be informed to RN or neighbour eNB.
3.1.2   eNB Configuration Update

This message is sent by an eNB to a peer eNB to transfer updated information for a TNL association.

“From the definition of eNB Configuration Update message, it only carries the served and neighbor cell information of the source, but not contains any routing information of the target. So DeNB will handle locally after receiving the message, and return the responses to the RN directly. “[2]
“Then DeNB may also further decide whether need to combine the updated information to construct a new eNB Configuration Update message, and send the message to the other related nodes. In principle, DeNB may send the eNB Configuration Update message to the nodes according to the neighbor relation of DeNB/RN or other information, which depends on the specific scenario and implementation.” [2]
	Table 3 eNB Configuration Update

　EP
	Handling　
	Reference

	eNB Configuration Update
	eNB Configuration Update procedures will be handled locally on each X2 interface instance.

eNB configuration update procedure will be triggered in case the updated X2 relation need to be informed to RN or neighbour eNB.
	[2]

 REF _Ref266882331 \r \h 
 \* MERGEFORMAT [4] [7] [6]

	
	It is better to perform the procedure between neighbouring cells. They may belong to different RNs. [10]
	[10]


A majority of companies have a preference that eNB Configuration Update procedures will be handled locally on each X2 interface instance. eNB configuration update procedure will be triggered in case the updated X2 relation need to be informed to RN or neighbour eNB.
3.1.3   Reset

“This procedure is used from one eNB to another eNB and is used to request the X2 interface between the two eNBs to be reset. Since it is not possible to partially reset the X2 interface it is assumed that this procedure can only be used locally. In case there were any ongoing UE-associated signalling related to an X2 connection that was reset, the DeNB might need to trigger some UE-associated signalling procedures (e.g. Handover Cancel, Handover Preparation Failure, Error Indication). “[4] 
Table 4 Reset

	　EP
	Handling　
	Reference

	Reset
	Reset procedures will be handled locally on each X2 interface instance.
	[2]

 REF _Ref266882331 \r \h 
 \* MERGEFORMAT [4] [7] [10]


There is a common understanding from the companies provided contributions last meeting that Reset procedures will be handled locally on each X2 interface instance. 
3.1.4   Error Indication

The Error Indication procedure is initiated by an eNB to report detected errors in one incoming message, provided they cannot be reported by an appropriate failure message.

In case the Old eNB UE X2AP ID IE and New eNB UE X2AP ID IE are not included in the ERROR INDICATION message, the procedure uses non UE-associated signalling.

“Considering that RN1 find out an error when receive a message and then needs to send Error indication back to the source, RN1 or DeNB will confuse by where the source is, for the message maybe come from DeNB or from other eNB.” [7]
Table 5 Error Indication
	　EP
	Handling　
	Reference

	Error Indication*
	Error Indication procedure will be handled locally on each X2 interface instance, the detailed handling depends on the Criticality Diagnostics info in the msg.
	[6] [10]


It is FFS how to handle Error Indication procedure.
Conclusion 2: non cell related non UE associated X2AP Messages should be handled locally on each X2 interface instance, and appropriate procedure(s) could be triggered at the other X2 interface when needed.
3.2   Cell related procedures
3.2.1   Cell Activation

“This message is sent by an eNB to a peer eNB to indicate that one or more cell(s) previously switched-off has(have) been activated. The message includes the ECGI of the cell in question. It is assumed that the DeNB can forward this message transparently to other RNs and eNBs when needed (e.g. for potential neighbours of the RN).” [4]
No parallel transactions
“Note that, if RN fails in activating the cell, it will send a Cell Activation Failure message to DeNB. Though there is no cell/node information in the message, since DeNB knows which node triggers the Cell Activation procedure to RN and there is no other paralleled pending Cell Activation procedures between DeNB and RN (which can be achieved by the implementation), DeNB can then send the Cell Activation Failure message to the corresponding eNB consequently. “[2]
“An obvious solution to this problem is to allow triggering of only one instance of the Cell Activation procedure at the time. Namely no other cell activation procedure shall be triggered unless a response has been received for the first procedure. In this way a response can always be mapped to the original request.”[5]
“Current Class-1 elementary procedures only allow one response message for the request message, so the DeNB1 need to wait until all responses are received. In this example, when DeNB1 receive the X2 Cell Activation Response from RN2, DeNB1 need to wait the response for the cell activation requests towards RN3. The DeNB1 can only replies RN1 after it receives response from both RN2 and RN3.” [12]
“Indeed, parallel transactions are currently forbidden on the X2-IF between DeNB and neighbouring eNBs and between DeNBs and RNs. Serialization and buffering of the transactions are then mandatory at the DeNB and there is no multiplexing / demultiplexing issue.”[3]
	Table 6 Cell Activation
　EP
	Handling　
	Reference

	Cell Activation
	Cell Activation information can be forwarded by the DeNB to other nodes (eNBs or RNs) according to the contained ECGI.
The DeNB shall allow only one instance of the Cell Activation procedure to be propagated at the time.

In the request direction, DeNB may need to multicast the same procedure to multiple eNBs according to the cell list. 

In the response direction, DeNB may need to aggregate the responses into one reply to originate eNB.  
	[2]

 REF _Ref266882331 \r \h 
 \* MERGEFORMAT [4] [5] [7] [6] [12]


There is a common understanding from the companies provided contributions last meeting that Cell Activation messages can be forwarded by the DeNB to other nodes (eNBs or RNs) according to the contained ECGI. DeNB shall allow only one instance of the Cell Activation procedure to be propagated at the time.
3.2.2   Resource Status Reporting Initiation/ Resource Status Reporting

“These procedures are used to initiate resource status reporting and to transmit resource status reports between different eNBs. For configuring the resource status reporting it is not possible to configure from which cell the reporting should come. Due to this it is only possible to use the configuration procedure locally on each X2 interface instance. For the actual reporting the report contains information about individual cells using ECGI, this makes it possible for the DeNB to aggregate and pass on status reports to and from RNs.” [4]
“The Resource Status Request message contains the cell ID information of the target node, so the middle nodes such as DeNB may use the cell ID carried in Resource Status Request message as the routing information, and further send the message to the target. “[2]
“In case of load balancing between RN1 and RN2 or between RN1 and eNB, RN1 need to use these two procedures to transfer load information to the target. Apparently, load balance between RN1 to other Node need to consider extra load impact to the bypass DeNB. The two procedures can regarded as terminated in the target when extra load impact to the DeNB is negligible. On the other hand, the two procedures shall terminate in the DeNB when the impact to the DeNB due to load balance between RN and other eNB will not be able to ignore.” [7]
Measurement ID proxy

“This procedure might be initiated by the RN to ask a neighbour eNB to report specific measurements and vice versa. It needs to be noted that each message of the RESOURCE STATUS procedure contains eNB Measurement IDs assigned by the corresponding eNBs. The X2 proxy function at the DeNB shall translate the eNB Measurement IDs used between the RN to DeNB path and DeNB to neighbour eNB path. Further the DeNB shall ensure that a unique mapping is formed between the eNB Measurement IDs used with the RN and those used with the neighbour eNB. “[5]
“Since RN only maintains an X2 interface towards its DeNB, DeNB may modify the measurement ID before proxy the message and store the mapping relation between RN measurement ID and DeNB measurement ID. When receiving the response message from eNB, DeNB can also use the stored mapping relation for the routing accordingly. “[2]
It is FFS how to handle the partial success for Resource Status Reporting Initiation procedure. There are two options: [12]
-
Option 1: The DeNB replies with Resource Status Failure message to the originating eNB. 
-
Option 2: The DeNB replies with a partial success message to the originating eNB. A New IE for the list of successful cells need to be added to the Resource Status Response message. 

	Table 7 Resource Status Reporting Initiation/ Resource Status Reporting
　EP
	Handling　
	Reference

	Resource Status Reporting Initiation/ Resource Status Reporting
	Resource Status Reporting procedures will be handled locally on each X2 interface instance. The DeNB can pass on reports (aggregate) relevant reports to and from the RNs.

DeNB may modify the measurement ID before proxy the message and store the mapping relation between RN measurement ID and DeNB measurement ID
	[2]

 REF _Ref266882331 \r \h 
 \* MERGEFORMAT [4] 

	
	Resource Status procedure can be run between RN and neighbour eNBs other than the serving DeNB
	[6] [10]


A majority of companies have a preference to locally handle Resource Status Reporting procedure on each X2 interface instance. The DeNB can pass on reports (aggregate) relevant reports to and from the RNs. DeNB may modify the measurement ID before proxy the message and store the mapping relation between RN measurement ID and DeNB measurement ID
3.2.3   Load Indication

“This procedure used by an eNB to transfer load and interference co-ordination information to neighboring eNBs. The message contains information both about the cell served by the RN and the target cells the RN is receiving interference from. ECGI which contains the eNB ID are used as a cell address for both the target and the source cell. It is therefore possible to use the Load Indication procedure locally on each X2 connection, but allow the DeNB to pass on (aggregate) relevant Load Indication information to and from the RNs when needed (e.g. when another eNB indicates strong interference from an RN cell, or when an RN indicate strong interference from another eNB).”[4]
“In case of ICIC control between RN1 and eNB in figure 1, it is true that the message should be re-transmitted by DeNB to the neighboring cell controlled by the eNB. As Load information message only contain source cell id for OI and RNTP, the two kind of message (OI/RNTP) should be terminated in DeNB. That is to say, DeNB receiving the load information message and DeNB should decide where to re-transmit them. So the message to transfer OI and/or RNTP should not be transparent to the DeNB.” [7]
“The other side of this message is quite the opposite. Load information messages to transfer HII contains cell id of the target, DeNB need only send this message to the target which serving the target cell, so termination of this message will end in the target. That is to say, the message can be transparent to the DeNB for transmission of HII information. Apparently, the process of re-transmission of OI/RNTP and HII information is quite different in DeNB.”[7]
Table 8 Load Indication

	　EP
	Handling　
	Reference

	Load Indication
	Load Indication procedure procedures will be handled locally on each X2 interface instance.

Relevant load information can be passed on by the DeNB on in a separate Load Information procedure on the other X2 interface.
	[4] [6] [2]

	
	This procedure is used between neighboring cells. It is better to be transferred to the node which owns the target cell.
	[10] 



A majority of companies have a preference to locally handle Load Indication procedure procedures on each X2 interface instance. Relevant load information can be passed on by the DeNB on in a separate Load Information procedure on the other X2 interface.
3.2.4   Mobility Settings Change

“This procedure is used by an eNB1 to neighbouring eNB2 to initiate adaptation of mobility parameters. Since the messages contains information of the Cell ID (both target and source) of the cells involved (expressed in ECGI which contains the eNB Id) it is possible for DeNB to forward the messages to the target eNB / RN.” [4]
“Each message of this procedure contains a source and target ECGI.  By following the principle of keeping the same eNB ID for DeNB and RN, messages of this procedure can be correctly routed from neighbour eNB to DeNB and to RN and vice versa.”[5]
	Table 9 Mobility Settings Change
　EP
	Handling　
	Reference

	Mobility Settings Change
	Mobility Settings Change information can be forwarded by the DeNB to the target node (eNB or RN) according to the contained ECGI.
	[2]

 REF _Ref266882331 \r \h 
 \* MERGEFORMAT [4] [5] [7] [6] [10]


There is a common understanding from the companies provided contributions last meeting that Mobility Settings Change messages can be forwarded by the DeNB to the target node (eNB or RN) according to the contained ECGI.
3.2.5   Radio Link Failure Indication

“This message is sent by the eNB2 to indicate a RRC re-establishment attempt by a UE that was previously attached to eNB1. Unfortunately this message does not contain information about which ECGI the eNB2 thinks that the UE came from, only the PCI. The DeNB could however still try to route the message to the right RN or eNB, since it will know from the X2 setup procedure the PCI of all RNs or eNBs it has an X2 connection to. “[4]
“RN1 find a RLF and decide to send RLF indication to the source eNB. RN1 sends this message to DeNB and DeNB needs to decide which node(s) is/are the next hop base on Failure cell PCI item inside the message. In case of PCI confusion, DeNB may trigger multiple RLF indication to more than one eNBs or RNs. That is to say, RN1 sends one RLF indication to DeNB with possible result in DeNB sends multiple messages to others. On the other hand, DeNB will not change anything inside the message and so re-transmits the message “transparently”.”[7]
Table 10 Radio Link Failure Indication

	　EP
	Handling　
	Reference

	Radio Link Failure Indication
	Radio Link Failure Indication information can be forwarded by the DeNB to other nodes (eNBs or RNs) according to the contained PCI
	[4] [6] [10] [2]


There is a common understanding from the companies provided contributions last meeting that Radio Link Failure Indication messages can be forwarded by the DeNB to other nodes (eNBs or RNs) according to the contained PCI.
3.2.6   Handover Report

The purpose of the Handover Report procedure is to transfer mobility related information between eNBs controlling neighboring cells. And the DeNB should forward the msg based on the source cell ECGI.
Table 11 Handover Report

	　EP
	Handling　
	Reference

	Handover Report
	The Handover Report information can be forwarded by the DeNB to the target node (eNB or RN) based on the contained source cell ECGI.
	[7] [6] [10] [2]


There is a common understanding from the companies provided contributions last meeting that The Handover Report messages can be forwarded by the DeNB to the target node (eNB or RN) based on the contained source cell ECGI.
Conclusion 3: cell related non UE associated X2AP information could be forwarded to the concerned target(s) based on the cell information. Besides that, several special operations should be performed on the following procedures.

·  The DeNB shall allow only one instance of the Cell Activation procedure to be propagated at the same time.
· DeNB may modify the measurement ID before proxy the Resource Status Reporting Initiation/ Resource Status Reporting messages and store the mapping relation between RN measurement ID and DeNB measurement ID.
· DeNB shall aggregate the responses into one reply to originate eNB for Cell Activation procedure, Resource Status Reporting initiation procedure, and Resource Status Reporting procedure.
· Relevant load Indication information can be passed on by the DeNB in a separate Load Information procedure on the other X2 interface.
4   Way Forward
According to the above analyses, we propose to agree the following way forward:
First we propose to agree all the non-UE associated X2AP procedures are terminated at DeNB. 
Then we propose to agree non cell related non UE associated X2AP Messages should be handled locally on each X2 interface instance, and appropriate procedure(s) could be triggered at the other X2 interface when needed.
And we propose to agree cell related non UE associated X2AP information could be forwarded to the concerned target(s) based on the cell information. Besides that, several special operations should be performed on the following procedures.

·  The DeNB shall allow only one instance of the Cell Activation procedure to be propagated at the same time.

· DeNB may modify the measurement ID before proxy the Resource Status Reporting Initiation/ Resource Status Reporting messages and store the mapping relation between RN measurement ID and DeNB measurement ID.

· DeNB shall aggregate the responses into one reply to originate eNB for Cell Activation procedure, Resource Status Reporting initiation procedure, and Resource Status Reporting procedure.
· Relevant load Indication information can be passed on by the DeNB in a separate Load Information procedure on the other X2 interface.
Finally we propose to discuss how to handle the FFS procedures:

· Partial success for Resource Status Reporting Initiation procedure
· Error Indication procedure

5    Reference

[1] 3GPP TS 36.423 V9.2.0 (2010-03) X2 application protocol (X2AP)

[2] R3-101870 Non UE-associated X2 messages processing at DeNB (Huawei)

[3] R3-101846 X2-AP procedures management through an X2 proxy (Mitsubishi Electric)

[4] R3-101891 X2 Proxy Functionality for Relays (Ericsson)

[5] R3-101948 Challenges of X2 deployment for Relay nodes (Nokia Siemens Networks)

[6] R3-101885 The routing and termination issue for X2AP messages (CATT)

[7] R3-101897 Termination of X2 non UE-associated messages (ZTE)

[8] R3-101929 Relay: Handling of S1 Non UE-Associated Signalling Procedures (NEC)

[9] R3-101848 Solutions for routing non UE-associated messages with the X2 proxy (Institute for Information Industry (III), Coiler Corporation)

[10] R3-101844 Non-UE Associated Message Handling for Relay Architecture (New Postcom)

[11] R3-101931 Handling of X2 Reset Procedure for Relaying (NEC)

[12] R3-101832 Non-UE-associated X2 message handling in DeNB (Motorola)

[13] 3GPP TS 36.300 V10.0.0 E-UTRAN Overall description















































































































































































































































































































3GPP


_1332855445.vsd
PDCP
RLC
MAC
PHY


IP


IP


L1


L2


SCTP


X2-AP


L1


L2


PDCP
RLC
MAC
PHY


IP


SCTP


RN


DeNB


eNB (other)


X2-CP


X2-AP


IP


X2-CP


SCTP



X2-AP


SCTP



X2-AP



