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1
Introduction
In the RAN 3 meeting #67, the “alternative 2” architecture has been chosen as the relaying architecture of choice for LTE-advanced release 10 [1]. One of the features of alternative 2 is the proxying of S1/X2 by the DeNB on behalf of the RN. However, how the X2 proxying will occur has not been clearly captured in the TR yet [1]. In this contribution, the challenges concerning X2 communication for Relays are described and problems to be addressed are pointed out. 
2
The X2 interface
The X2 interface is specified so that eNBs from different vendors can inter-connect for exchanging information [2]. Some of the purposes of such information exchanges are:

· UE mobility: the X2 interface is the default interface for UE mobility. This accelerates the overall handover process by decreasing the time taken during handover preparation as well as the data forwarding time as the source and target eNBs are communicating directly via the X2 interface without involving the Core Network (CN)
· Load balancing (LB): As there is no centralized Radio Resource Management (RRM) functionality in LTE and the RRM is performed in a decentralized fashion, there is a need for communicating load information between neighbouring eNBs so that the imbalance between the loads of the eNBs can be counter balanced. 
· Inter-Cell Interference Co-ordination (ICIC): Apart from the load information, it is beneficial to eNBs to be aware of the resource utilization in neighbouring cells, as LTE employs a frequency reuse factor of 1. For ICIC operation in the DL, a Relative Narrowband Transmit Power (RNTP) bitmap is communicated between the eNBs, telling their neighbours the relative power they are planning to transmit for each Resource Block (RB). From the RNTP bitmap from all neighbouring eNBs, an eNB for example can decide not to schedule cell edge users on specific RBs that some of the neighbours are planning to transmit on. In the UL, an Overload Indicator (OI) and High Interference Indicator (HII) messages are used to facilitate ICIC. The OI summarizes the average uplink interference and noise for each RB and neighbouring eNBs can communicate the OI between themselves via X2 and use it for optimal UL scheduling. As compared with OI, which is a reactive measure based on information on past transmissions, the HII is a pro-active measure that indicates that the eNB is planning to use certain RBs for cell-edge UEs in the near future. The HII is communicated between neighbouring eNBs via X2 and it can be used to prevent a situation where cell-edge UEs belonging to neighbouring eNBs being scheduled to use the same RBs at the same time, leading to low UL SINR, and hence low UL throughput. 
An X2 interface between RN, its DeNB, its neighbour RNs and non-donor eNBs is especially justified in cases of mobility procedures [3]:

· The frequency of handovers is increased with the introduction of relay nodes as relay nodes cover smaller geographical area than macro cells
· The multi-hop nature of the connection already makes the handover delay larger than non-relay based system and if X2 handover is not supported (i.e. only S1 handover), then the handover requirements of LTE-advanced might not be met [4]

The X2 could also be used for other purposes such as LB and ICIC as already standardised. 
In the chosen architecture for Relays, the DeNB is aware of the X2 connection between the RN and its peers. However, given the proxy functionality of the DeNB with respect to the X2 interface procedures, every X2 based communication between the RN and a peer X2 node will have to be transferred over the Un interface.  In some scenarios this may imply a high signalling load over the Un mainly due to the fact the RN needs to communicate via X2 with several neighbour nodes.

The example in the next section shows one of the cases where X2 signalling involving RNs may require a high level of resources over the Un. 

3
Example: X2 ICIC messaging overhead
As an example of scenarios where X2 communication could imply high resource utilisation the scenario of ICIC signalling between a RN and its neighbours is considered and the overhead of such procedures is estimated.  The scenario is structured as follows:
· All DeNBs in the system have 3 sectors and all RNs have 1 sector

· A relay node on the average has NRN  relay node neighbours
· A relay node on the average has NeNB  eNB neighbours (including its DeNB)

· P PRBs are used throughout the system

· ICIC messages are sent with a periodicity of T seconds 

An X2 ICIC message as specified in [5] has the following Information Elements (IEs):

1. Message Type (MT): This contains a 1 byte procedure code specifying the type of X2 message, and a 2 bit type of message field that specifies whether the message is an initiating message and if not, if it is a successful response or not 
2. Cell ID: This contains a 28 bit string specifying the EUTRAN Cell Global Identifier (ECGI)
3. UL OI: For each PRB used, an indication whether the experienced interference is low, medium, or high, thereby requiring 2P bits 
4. UL HII: This specifies the HII for each cell of the neighbour, and it contains the ECGI of the neighbour cell (28 bits) and the HII (a bitmap indicating high or low values for each PRB, thus requiring a total of P bits)
5. RNTP: This specifies the RNTP per each PRB (thus requiring P bits), along with the RNTP threshold (4 bits), antenna ports (2 bits), P_B (2 bits) and PDCCH Interference impact (3 bits). 

Thus, the total size of the ICIC messages sent from a given RN to all of its neighbours is given by:

NRN (MT + ECGI + OI + HII + RNTP) + NeNB (MT + ECGI + OI + 3 x HII + RNTP) 

= NRN (10+28+2P+28+P+P+11) + NeNB (10+28+2P+3x28+3P+P+11) = NRN (77 + 4P) + NeNB (133+ 6P)

So the total throughput consumed over the Un by one RN due to the sending of X2 ICIC messages is:

[NRN (77 + 4P) + NeNB (133+ 6P)]/T

Figure 2 shows a plot of this overhead for different values of NRN, NeNB  and T, where P is assumed to be 110, the maximum PRBs allowed in LTE.
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	a) T = 20ms
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	b) T = 50 ms
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	c) T = 100 ms


Figure 1 : X2 ICIC overhead
As can be seen in the figures, the X2 overhead is not negligible, especially considering the fact that the figures just show the X2 messages sent from one RN node. 
For example: 
· Assuming 6 relays per sector 
· Assuming a total of 8 RN neighbours, e.g. 6RNs and 2 eNBs

· Assuming ICIC reporting periodicity of 50ms 
The overall overhead of the messages over the Un of a DeNB will be around 600Kbps. 
4
Proposed optimizations
As indicated in Section 3, the overhead of ICIC messages is not negligible and consumes valuable resources of the Un link. This is mainly due to straightforward adaptation of current X2 to relay scenarios, where the X2 connection between peer entities are independent, and the DeNB is just a forwarding entity. In the ICIC example that means that ICIC messages need to be sent over the Un interface for every RN X2 peer. 
Figure 2 illustrates this problem, in the case that a RN has X2 connections to the DeNB and to two RNs controlled by another DeNB. RNa might be sending the same load information towards DeNB1, RNb and RNc or it might be sending separate HII messages to each of its X2 peers. If we consider load information messages, the red and lime coloured messages are redundant over the Un interface as well as one of the messages on the X2 interface between the two DeNBs. If we consider HII messages there could be a more efficient way of sending such messages in one go rather than separately for each neighbour.
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The overhead associated to the X2 procedures involving the RN could be reduced by e.g. merging X2 messages in one single message or by filtering out redundant messages. 
Given the above the following proposals are made:
Proposal 1: RAN3 to acknowledge that improving X2 communication efficiency in relay scenarios is an issue to be addressed 
Proposal 2: RAN3 to provide solutions on how to improve Un resource utilization in cases of X2 messaging involving RNs
5
Conclusions

In this contribution the challenges faced by running X2 procedures for relays are explained.  It was pointed out that, due to DeNB fulfililng the role of X2 proxy, the Un might be impacted by frequent X2 messaging between the RN and its X2 peer nodes.  In order to address such issues the following proposal has been presented 
Proposal 1: RAN3 to acknowledge that improving X2 communication efficiency in relay scenarios is an issue to be addressed 

Proposal 2: RAN3 to provide solutions on how to improve Un resource utilization in cases of X2 messaging involving RNs

References

[1] 3GPP TR 36.806, “Relay architectures for E-UTRA (LTE-Advanced)”
[2] 3GPP TS 36.420 “X2 general aspects and principles”, December 2008.
[3] R3-092854, “Discussion on the necessity of X2 interface for Relay”, CATT & CMCC, RAN 3 meeting #66 
[4] R3-092255, “Handover Duration Analysis for Relays”, Fujitsu, RAN3 meeting #65bis
[5] 3GPP TS 36.423, “X2 Application Protocol (X2-AP)”, March 2010.



�
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