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1. 
Introduction

Rel-9 introduced support for in-bound mobility to a HeNB either from another HeNB or from a macro eNB. 
For, Rel-10, a WI (RP-100371) was introduced to build on this to consider techniques to support:

-
Enhanced HeNB to HeNB mobility – which is primarily intended for enterprise environments.
-
Enhanced eNB to HeNB mobility and vice versa – which only needs to consider Open mode HeNBs
The following analysis examines some of the possible solutions to support the enhanced mobility with the objective of making re-use of concepts and definitions from existing specifications where appropriate.
NOTE:
This contribution only considers support for enhanced mobility where access control is not required. 


For the case of enhanced HeNB to HeNB mobility, we only consider the enterprise environment and open HeNBs and leave as FFS any enhancements to inter CSG mobility, (i.e., where access control is required).

For the case of enhanced eNB to HeNB mobility and vice versa, the scope of the WI is to only consider mobility to open HeNBs which do not require access control.
2
Techniques to support mobility enhancements
Keeping in mind the objective of making re-use of concepts and definitions from existing specifications where appropriate, the first question to consider is whether to support mobility enhancements using:

-
Solution 1: Terminating the S1 HO procedure at the HeNB GW 

-
This solution would support mobility enhancements using the S1 interface by terminating the HO procedure at the HeNB GW to protect the MME from the HO signalling. 
-
Solution 2: Introduce an X2 interface to HeNBs 

-
This solution would support mobility enhancements by allowing the X2 interface to be used at HeNBs. Note that one of the primary purposes of the X2 interface as defined in release 8 was to enhance macro eNB to eNB mobility.

NOTE:
Whether or not a logical X2 GW is also needed to support the scaling of the X2 interface is discussed further below. 

The following table looks at the applicability of the two solutions to mobility enhancements being considered including whether the enhancement applies to legacy (H)eNBs:
	Feature
	Solution 1: Terminating the S1 HO procedure at the HeNB GW
	Solution 2: Introduce an X2 interface to HeNBs

	Enhanced HeNB to HeNB mobility
	Works for legacy HeNBs since only the HeNB GW needs to change

But both HeNBs are required to be under the same HeNB GW since an inter HeNB GW interface does not exist
	Requires upgrade for legacy HeNBs to support X2

No changes to the HeNB GW

	Enhanced eNB to HeNB mobility and vice versa
	This solution is not applicable to eNB to HeNB mobility enhancements
	X2 already supported for legacy macro eNBs

Requires upgrade for legacy HeNBs to support X2


Analysis of Solution 1 (Terminating the S1 HO procedure at the HeNB GW)

The advantages of terminating the S1 HO procedure at the HeNB GW are as follows:

-
Works for legacy HeNBs since only the HeNB GW needs to change (although both HeNBs are required to be under the same HeNB GW since an inter HeNB GW interface does not exist)
The disadvantages of terminating the S1 HO procedure at the HeNB GW are as follows:

-
Does not support enhanced eNB to HeNB mobility and vice versa
-
For enterprise, the packets still need to be routed through the HeNB GW located near the core network so this will offload the HO signalling from the MME but not necessarily improve mobility performance from the UE perspective since the latency will be about the same
-
Requires the HeNB GW to be deployed and both HeNBs to be using the same HeNB GW

Analysis of Solution 2 (Introduce an X2 interface to HeNBs)

The advantages of using the X2 interface to HeNBs are as follows:

-
May work for legacy eNBs – potentially only need an OAM configuration change to indicate that the HeNB is eligible for X2.

-
Does not require a HeNB GW to be deployed to enable the enhancements.
-
Works for both HeNB to HeNB mobility enhancements and eNB to HeNB mobility enhancements
-
Most optimal routing and improvement of HO latency for enterprise HeNBs as the signalling remain in the enterprise network and does not need to be routed through operator nodes

The disadvantages of using the X2 interface to HeNBs are as follows:

-
Requires X2 support for HeNBs, i.e., does not work for legacy HeNBs.

Based on the above analysis, X2 is required for HeNBs in order to support enhanced mobility with an eNB. As such it is not necessary to introduce the additional option of terminating the S1 HO procedure at the HeNB GW as well.
Proposal 1: It is proposed to support mobility enhancements by allowing the use of the X2 interface for HeNBs.

Proposal 2: S1 termination for the HO procedure at the GW shall not be considered.
3
Analysis of whether an X2-GW is needed

Given the support of mobility enhancements by allowing the use of the X2 interface, the next logical question would be whether an X2-GW is needed to allow an (H)eNB to support many X2 interfaces, analogous to the HeNB-GW’s role for the S1-MME interface.

In the following we look at each of the mobility enhancements proposed to see if this is in fact a real problem considering that:
-
The number of (H)eNBs in an area of an eNB is orders of magnitude smaller than the number of HeNBs that may connect to an MME so it is not clear that the GW is really needed in this scenario since the maximum number of HeNBs in an area of an eNB is a few hundred.
-
The X2 interface is only being used to enhance mobility but is not always required and S1 can still be used for the HeNBs for which the X2 interface is not available. On the other hand an S1 interface is needed in order to provide basic functionality.
-
The X2 interface requires support of both the X2 application protocol messaging and the SCTP for transport. Introducing an X2-GW can only significantly reduce the SCTP state required for supporting multiple SCTP connections in the (H)eNB but it does not reduce by much the application protocol state and processing. See Appendix A for further discussions.

-
The X2 protocol may not work using an X2-GW without some modifications. See R3-101600 for further discussions.

Before proceeding any further we should note that, an X2-GW will likely be deployed in the CN and so lose some of the latency and efficiency enhancements enabled by a direct X2 connection. This is not the case for S1 where the MME is already in the CN.
3.1
X2-GW support for HeNBs
We will first try to understand whether an X2-GW is needed for HeNBs, i.e., is the scalability of the X2 interface a factor from the HeNB’s perspective. For HeNBs, it would be reasonable to expect that the number of HeNBs and eNBs that are neighbours and candidates for an X2 interface will be quite small, basically on the same order as the number of eNBs that are neighbours to a macro eNB or even less, for example in residential deployments. As such, it seems reasonable to assume that the HeNB can handle the support of all the separate X2 interfaces without the need of an X2-GW. 

As such we can conclude as follows:
Proposal 3: For HeNBs, X2 can be supported without any need for an additional X2-GW function to concentrate X2 messaging. 
3.2
X2-GW support for eNBs
Our last question is to consider whether an X2-GW is needed for eNBs to have X2 connections with the HeNBs in its coverage. For the macro eNB, there could be up to several hundred HeNBs under the macro coverage so the scaling issue initially appears to be a valid concern. In this case there are two possibilities, the macro eNB can support SCTP links to every HeNB in which case no X2-GW is needed. Alternatively, the macro eNB only supports an X2 interface to some portion of neighbouring HeNBs. In the latter case, the macro eNB can support enhanced mobility to some portion but not necessarily all of them. By careful selection of which HeNBs to support an X2 interface with, the macro eNB can still offload much of the HO signalling from the CN. So again it is not clear how much is saved by having an X2-GW present in this case.
Proposal 4: For eNBs, X2 can be supported without any need for an additional X2-GW function to concentrate X2 messaging. 
Considering that most of the mobility enhancements can likely be achieved by just allowing an X2 interface at HeNBs and reusing the existing OAM and SON procedures to setup X2 connections with HeNBs, our last task is to examine the advantages of not using an X2-GW function:

-
One less box required in the infrastructure to manage

-
Easy to reuse the existing procedures of OAM of X2 for HeNBs

-
Allows incremental enabling of the X2 function at HeNBs without needing an expensive GW to enable this

Proposal 5: There is no need to introduce a new X2 GW to support X2 for HeNB. 
4.
Security Issues

One issue to consider is whether the X2 communication with HeNBs needs additional security measures. To understand this let’s consider the following cases:

-
X2 between a HeNB and an eNB 

-
X2 between a HeNB and a HeNB within the enterprise network

In the first case, the HeNB is already connected to the operator’s network via a Security GW. No additional security was defined between HeNB and MME for S1 due to the presence of the Security GW. As such no further security is needed between HeNB and the eNB for X2 due to the presence of the Security GW. 

In the second case, when the HeNBs are located within the same enterprise network, it is desirable that the X2 traffic also remains within the enterprise network. Since the HeNBs within the same enterprise network are using the same enterprise transport network, no additional security is needed beyond what is already deployed by the enterprise.
NOTE: 
In the case of HeNBs using an X2 interface across different LANs, the HeNB can reuse the existing IPSec tunnel via the Security GW to secure the X2 interface.

5.
X2 setup

Another issue to consider is how the X2 setup works for HeNBs. To understand this let’s again consider the following cases:

-
X2 between a HeNB and an eNB 

-
X2 between a HeNB and a HeNB within the enterprise network

In the first case, the HeNB is already connected to the operator’s network via a Security GW and is assigned a routable IP address by the Security GW. As such the X2 setup can simply reuse the existing ANR procedures, where the HeNB shall provide the routable IP address to the eNB in the ENB CONFIGURATION TRANSFER message.

In the second case, when the HeNBs are located within the same enterprise network, it is desirable that the X2 traffic also remains within the enterprise network. Since the HeNBs within the same enterprise network are using the same enterprise transport network, the X2 should be set up as a direct interface between the HeNBs within the enterprise network.

There are two possible methods for determining the corresponding IP addresses to use to setup the X2 interface in the enterprise case
-
Get the target HeNB IP address through OAM by extending TR-069 to include the X2 neighbors within the enterprise
-
Get the target HeNB IP address through the existing ANR procedures, where the target HeNB can send both the local IP address and the IP address assigned by the Security GW in the ENB CONFIGURATION TRANSFER message.
6.
Conclusions

We propose to support enhanced mobility where access control is not required in the following scenarios:
-
Enhanced HeNB to HeNB mobility – which is primarily intended for enterprise environments.

NOTE:
For the case of enhanced HeNB to HeNB mobility, we only consider the enterprise environment and open HeNBs and leave as FFS any enhancements to inter CSG mobility, (i.e., where access control is required) since such mobility is likely to be infrequent and is probably not worth considering for enhancement due to the limited value it will provide.
-
Enhanced eNB to HeNB mobility and vice versa – which only needs to consider Open mode HeNBs
NOTE:
For the case of enhanced eNB to HeNB mobility and vice versa, the scope of the WI is to only consider mobility to open HeNBs which do not require access control.
We propose that a single solution should be adopted for both types of mobility enhancements. The only solution that meets both these requirements is X2 since terminating S1 at HeNB GW is not applicable to eNB to HeNB mobility enhancements. 
Proposal 1: It is proposed to support mobility enhancements by allowing the use of the X2 interface for HeNBs. 

Proposal 2: S1 termination of the HO procedure at the GW shall not be considered.

In addition, scaling X2 for a HeNB is not an issue since a HeNB has few neighbors. Similarly, scaling X2 for an eNB is also not an issue because

-
At the transport protocol level, supporting hundreds of SCTP is not an issue as the memory/processing overhead is not significant

-
At the application protocol level (S1/X2), the number of messages to process and context needed at the (H)eNB is the same whether a GW exists or not or even if S1 is used instead

-
Use of X2 is an enhancement; as such even if an eNB today does not support hundreds of HeNB neighbors, whatever is not needed can just go over S1 for the remaining neighbors that do not have an X2 with the eNB
Proposal 3: For HeNBs, X2 can be supported without any need for an additional X2-GW function to concentrate X2 messaging.  

Proposal 4: For eNBs, X2 can be supported without any need for an additional X2-GW function to concentrate X2 messaging. 
Proposal 5: There is no need to introduce a new X2 GW to support X2 for HeNB. 
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Appendix A – Scalability of SCTP
As a test of the scalability of SCTP, an evaluation in [1] showed that SCTP is only about 5 time less efficient than TCP in terms of memory association roughly (10KB vs. 2KB of memory needed per association) while it was shown that tens of thousands of SCTP associations could be sustained using a Pentium IV 3 GHz 32-bit dual-core CPU and 4 GB of memory running Linux 2.6.23.

In a separate experiment, we implemented a simple SCTP test program to test the CPU and memory load of an SCTP server serving multiple SCTP clients. In the test scenario, each SCTP association consisted of 5 streams with 1kbps of traffic per stream, i.e., 5 kbps total in each direction. The SCTP server was run on a HP dc7800 desktop with 2.33GHz dual core CPU and 4GB RAM memory running Redhat linux OS. The correspondng SCTP clients ran on a HP dV7t notebook with a dual core CPU running Ubuntu linux OS. The SCTP server set up a separate socket for each SCTP client which represents a worst case scenario for the SCTP associations. The clients and server exchanged messages through a 100Mbps link.
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Figure 1: Experiment configuration
The results are shown as follows;
	# of SCTP associations
	Avg CPU usage
	Avg memory usage

	1000
	2.7%
	21318 KB

	2000
	3.7%
	30657 KB

	4000
	5.7%
	49989 KB


Table 1: CPU and memory usage at SCTP server
The results show that a typical linux PC can easily support thousands of SCTP connections. With this result, we assume therefore that it should not be a problem for a commercial eNB to support tens or hundreds of direct X2 interfaces to its neighboring HeNBs.
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