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Discussion
1. Introduction

In the last RAN WG3 meeting, the baseline architecture for the Relay was agreed in [1], in which the relay establishes the S1AP/SCTP connection to the MME directly. At this time, it is not clearly understood that how many relays will be deployed, and how much the relay deployment will impact to the core network in terms of S1AP/SCTP context management. This contribution tries to envisage the relay deployment scenario and identify the potential impact of the relay to the core network. Then, the relay GW is proposed to deal with the potential problem. 
2. Discussion
2.1 Relay deployment scenario.
In RAN WG2 #66, the working assumption about the relay deployment scenario was agreed as below in [1], 


“We can focus on fixed, low density deployments but other scenarios are not yet ruled out”

However, in the last RAN WG2 #66bis meeting, the following agreement has been made [2]
	Agreements:

1) 
Will not specifically focus on the low density deployments. We will support more than 1 RN in a DeNB cell, but exact number is not specified.

2) 
Will remove the focus on “low density deployments” from the stage-2.

3) 
Main focus of the study is on fixed RN. However, selected architecture should not preclude later introduction of mobile RN.


From the above agreement, it is expected that the number of relays would be larger than or similar to that of the macro eNB cells. And, it can be envisaged that the number of the relays would not be ignorable from the core network point of view.
2.2 Impact to the core network 
The expected impact to the core network due to the large number of the relay is the burden of the MME to maintain large number of S1APs and SCTPs. It would be reasonable that the relay will be deployed after the deployment of the macro eNB. When the macro eNBs are initially installed, the operator also deploys the core network entities such as the MMEs, Serving GWs, and PDN GWs in order to achieve a certain level of service qualities. However, the over provision of the MME would be avoided at that time due to the limitation of CAPEX. Thus, after time goes by, when the number of the relays increases up to the several times of the macro eNBs, the MMEs may not afford the all the S1AP/SCTP connections. At this time the situation only can be solved by the additional deployment of the new MMEs or by the replacing the old MMEs to the new ones with higher capacity.
In additions, the S1AP/SCTP connections between the relay and the MMEs may be broken up and set up again from time to time. For instance, the nomadic relay operates for a certain time and does not for the other time. For the duration of the inactivity, the nomadic relay will not maintain its Un interface, so the S1AP/SCTP to the MME cannot be maintained and finally will be broken up. When the nomadic relay starts to work, it needs to set up the new S1AP/SCTP to the MME. One more example is the moving relay case. When the moving relay is moved to the new MME pool service area, it would be reasonable to establish the new S1AP/SCTP to the new MMEs and remove the old S1AP/SCTP in order to have more efficient control path (The details of the MME relocation case is FFS). When such cases are considered, the effort of the MME to manage the S1AP/SCTP to the relay may be bigger than that of the macro eNB, in which the S1AP/SCTP would not be broken frequently.
2.3 Proposal of the relay GW
In order to alleviate the expected problem as shown above, it is proposed to introduce the relay GW, which would be similar to the HeNB GW. By having the relay GW between the relay PDN GW and the MME, the following results are expected
· Although the number of relay becomes large, all the burden is terminated at the relay GW so that the upgrade or the additional installment of the MME can be avoided
· Although the S1AP/SCTP connection from the relay is broken up and set up frequently, all the burden is terminated at the relay GW.
The following is the proposed description of the relay GW, many of which are adopted from the HeNB GW description in TS 36.300 [3].
Figure1 shows a logical architecture for the relay with the relay GW, which has a set of S1 interfaces to connect the relay to the EPC.
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Figure 1: E-UTRAN Relay Logical Architecture with Relay GW
The E-UTRAN architecture may deploy a relay gateway (relay GW) to allow the S1 interface between the relay and the EPC to scale to support a large number of relays. The relay GW serves as a concentrator for the C-Plane, specifically the S1-MME interface. The S1-U interface from the relay may be terminated at the relay GW, or a direct logical U-Plane connection between relay and S-GW may be used (as shown in Figure 1).
The S1 interface is defined as the interface:

-
Between the relay GW and the Core Network,
-
Between the relay and the relay GW,
-
Between the relay and the Core Network,

-
Between the eNB and the Core Network.

The relay GW appears to the MME as an eNB. The relay GW appears to the relay as an MME. The S1 interface between the relay and the EPC is the same whether the relay is connected to the EPC via a relay GW or not.
The functions supported by the relay shall be the same as those supported by an eNB (with the possible exception of NNSF) and the procedures run between a relay and the EPC shall be the same as those between an eNB and the EPC.

3. Conclusion and Proposal
In this contribution, the relay GW has been introduced. In additions, it is proposed to capture the following descriptions in section 2 of the baseline document [4]
*** Start of change ***
Relay Logical Architecture with Relay GW

Figure1 shows a logical architecture for the relay with the relay GW, which has a set of S1 interfaces to connect the relay to the EPC.
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Figure 1: E-UTRAN Relay Logical Architecture with Relay GW
The E-UTRAN architecture may deploy a relay gateway (relay GW) to allow the S1 interface between the relay and the EPC to scale to support a large number of relays. The relay GW serves as a concentrator for the C-Plane, specifically the S1-MME interface. The S1-U interface from the relay may be terminated at the relay GW, or a direct logical U-Plane connection between relay and S-GW may be used (as shown in Figure 1).
The S1 interface is defined as the interface:

-
Between the relay GW and the Core Network,
-
Between the relay and the relay GW,
-
Between the relay and the Core Network,

-
Between the eNB and the Core Network.

The relay GW appears to the MME as an eNB. The relay GW appears to the relay as an MME. The S1 interface between the relay and the EPC is the same whether the relay is connected to the EPC via a relay GW or not.
The functions supported by the relay shall be the same as those supported by an eNB (with the possible exception of NNSF) and the procedures run between a relay and the EPC shall be the same as those between an eNB and the EPC.

*** End of change ***
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