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1. Introduction

The deployment option of MCE (Multi-cell/multicast Coordination Entity) had been discussed in last RAN3#63bis meeting and it is still open. This contribution revisit this issue in order to take a decision so can progress the work for Rel9 eMBMS.
2. Consideration of requirements
The Rel9 has been considered as a very short time frame, which has been targeted at December 2009. The specification work on any new interface may influent the time to finish the work. However, there is still a trade off when consider some more requirements. We have identified the following requirements which may be the factors to decide which way we can go.
Requirement 1) Rel9 time frame is targeted to be at December 2009.

Requirement 2) eMBMS shall support multi cells transmission i.e. MBSFN.

Requirement 3) Future proof.

Requirement 4) multi-vendors interworking

3. The options 

As discussed in the past, there are three options for the location of the MCE.
Option A) MCE functionality is located in a separate node
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Figure 1 MCE as a separate node

Main aspects:
· M3 Interface: 1:1 relationship, per E-UTRAN, between MME to MCE (same as in Option C),

· M2 Interface: The interface is “exposed” (i.e. required) and is a 1:many relationship from MCE to each eNB that has cells in the MBSFN Area,

· Each eNB is required to have an M2 Interface,

· A separate MCE physical “box” is required,

· The MCE co-ordinates all the M2 session control signalling from all of the eNBs, 
· The MCE is static per E-UTRAN i.e. there is only 1 MCE per E-UTRAN

Option B) MCE functionality is located within each eNB
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Figure 2 MCE functionality is located within each eNB

Main aspects:

· M3 Interface: 1:many relationship between MME to MCE,

· Each eNB is required to have an M3 Interface,

· M2 Interface: The interface is NOT “exposed” (as it is internal to each eNB) and there is a 1:1 relationship from MCE to eNB,

· A separate MCE physical “box” is not required,

· Each MCE only co-ordinates the session control signalling for its own eNB,

· In order to allow UE combining of Cells across different eNBs, each MCE should be configured in such a way as to achieve common service scheduling, PRB configuration and MCS i.e. some form of common OAM configuration would have to be applied to each eNB to ensure that each MCE behaved in exactly the same manner.
Option C) MCE functionality is located within one designated Master eNB
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Figure 3 MCE functionality is located within one designated Master eNB

Main aspects:

· M3 Interface: 1:1 relationship, per E-UTRAN, between MME to MCE (same as in Option A)

· M2 Interface: The interface is “exposed” for all the “Slave” eNBs and is a 1:many relationship from MCE to eNB,

· The Master eNB is required to have a M3 and several M2 Interfaces,

· Each Slave eNB is required to have a M2 Interface (similar to Option A),

· The master eNB controls the M2 session control signalling towards each “Slave” eNB

· A separate MCE physical “box” is not required,

· The MCE co-ordinates all the session control signalling from all of the eNBs (similar to Option A),

· A method within the MME to select a suitable eNB to host the MCE function is required

4. discussion of the options
	No.
	requirements
	Option A (MCE in separate node)
	Option B (MCE in every eNB)
	Option C (Master eNB with MCE and several Slave eNBs)

	1. 
	Finish work in Rel9
	The protocol specification for M2 interface is needed therefore need more time to finish the specification compare with option B.
	M2 interface is not “exposed” therefore no need the protocol specification for M2 interface
	The protocol specification for M2 interface is needed therefore need more time to finish the specification compare with option B.

	2. 
	Supporting of Multi cells transmission i.e. MBSFN
	The MCE co-ordinates with all eNBs.
	Each MCE only co-ordinates for its own eNB. If required, should be configured in such a way as to achieve common service scheduling, PRB configuration and MCS i.e. some common configuration would be to be applied so to achieve that each MCE behave in exactly the same manner.
	The MCE co-ordinates with all eNBs.

	3. 
	Future proof
	would be easy for adding more service functionalities e.g. some services that may require dynamic resource scheduling.
	relying heavily on configuration that likely difficult to extend for more service functionalities that require dynamic resource allocation.
	would be easy for adding more service functionalities e.g. some services that may require dynamic resource scheduling.

	4. 
	Multi-vendors interworking
	Assuming from the open M2 interface therefore feasible for multi-vendors interworking.
	The M2 interface is not “exposed” and relying heavily on the configuration which may be difficult to achieve multi-vendor interworking.
	Assuming from the open M2 interface therefore feasible for multi-vendors interworking.


Table 1  comparison of each option
It can be seen from the table 1 that the option B (MCE in every eNB) is highly relying on the configuration when need to support multi cells transmission i.e. MBSFN. This cause also the limitation of the provided services that does not need dynamic resource scheduling, consequently limit the future proof of the eMBMS and the multi-vendors interworking.

The option A (MCE in separate node) and option C (Master eNB with MCE and several “slave” eNB) are very similar only with the difference that the MME need to choose a master eNB to serve the eMBMS services. The option A and option B both requires to standardize the M2 interface consequently require to specify a new protocol specification. However, since Rel9 eMBMS require only simple functionality, it is expected that complicated procedures are not needed in Rel9 therefore it should be no issue of finishing the work within Rel9 time frame.
Each option has its pros and cons. From the standard point of view, the requirements of future proof and multi-vendor interworking would be the important factors to justify. We therefore would like to propose:
Proposal: considering the future proof and multi-vendor interworking, the MCE is defined as a logical entity with the support of open M2 interface towards eNB.

If RAN3 agree to specify the logical MCE entity with the open M2 interface towards eNB, the Option A or Option C can be the deployment option. The choosing of whether X2AP to apply in M2 interface can be for further stage 3 discussion therefore this is not discussed here. 
5. Conclusion and proposal 
This contribution raised some options for the location of MCE support in eMBMS.  We conclude and propose that:

Proposal: considering the future proof and multi-vendor interworking, the MCE is defined as a logical entity with the support of open M2 interface towards eNB.
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