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1
Introduction
The current ANRF function description in [2] does leave it open how a transport address (TLA) lookup using Global-CID is realized.

The difficulty to automate this retrieval of the TLAs in a multi-vendor context has been analysed in [1]. Two solutions have been proposed so far: one TNL solution via a DNS approach in [3] and one RNL solution based on S1 interface presented in [4] and further developed here-below in an enhanced version. 
2
Discussion 
2.1
Description of the enhanced RNL Solution

The RNL solution proposes to use the MME to relay the necessary information between the involved eNBs beforehand.
During the initial discussions, some open issues were identified for the RNL solution which have led to the enhanced RNL solution presented here-below.

In the first S1 Setup Request, (or in a subsequent UL Information Transfer message), each newly introduced/started eNB can include together with its identity one/several transport layer addresses (TLAs) that may be used by a neighbour for contacting. In this enhanced version it is proposed that the eNB also includes some information about its physical geographic location obtained during installation.

The MME relays/distributes this information through its secure S1 connections via a new S1 Downlink Information Transfer message to all the pool areas to which the new eNB belongs to.

The potentially interested eNBs in the “neighbourhood” of the new eNB - according to their geographic position - store the TLAs information for a configurable duration of time which remains limited (operator dependent e.g. a couple of hours maximum).
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Whenever the new detected cell is reported to the old eNB by one UE, the old eNB uses the stored information to set up the X2 interface with the new eNB which owns the detected cell.
The implementation of this solution is simple and presented in the CR in tdoc xxx.

2.2
Answers to Open Issues identified for the enhanced RNL Solution during the Telco
Like any solution, this RNL solution is not perfect and may show some limitations of use. However the analysis below shows that no show-stopper is identified. The following answers all open questions that were raised during the telco:
Pool area border issue: solved
It may be desirable to also setup an X2 interface between two eNBs at the border of two different pool areas e.g. for ICIC exchange. In this case, the problem is solved in this enhanced RNL version by using overlapping pool areas, and the new eNB sends the TLAs information to one MME of each pool area to which it belongs.
Use of different IP addresses depending on source eNB: a limited issue
Yes. There might be limitation on the choice of one particular IP address 1 for old eNB1 and another IP address 2 for an old eNB 2. However it is challengeable if this complexity is desired. It must first be noted that this would introduce complexity in any solution i.e. in the DNS server solution as well, the population of the database would also be more complex to configure IP addresses per pair of eNBs. Second, this would not solve the problem when the new eNB detects first the old eNB unless all possible meshed configurations for each and every eNB is entered in the DNS database.
Storage in the MME: a misunderstanding
One misunderstood that MME would need to store some information. In the enhanced RNL solution here-above described there is no storage in the MME: the MME immediately relays the information it receives down to the eNBs and keeps no storage. 
As per the processing needed, it is no more than a paging-type message. In this enhanced version the MME does not filter the message and blindly distributes to the whole pool area.
 Scalability in the eNB: a non-issue
One alleged open issue mentioned was the need to store much information to many eNBs even when not interested. This is a non-issue. First, all eNBs are not supposed to be set in operation at the same time. Second, in this enhanced version only the eNBs in the geographical neighbourhood will store the TLAs information. Third, the information is kept for one or a couple of hours maximum based on configuration. 
Practically, this means that at a given point of time, two or three lists of supported TLAs maximum will be stored in an eNB in the worst case which means less than 1 or 2 Kilo octets !
3
Conclusion
This paper has presented an enhanced version of the RNL solution that solves the open issues identified during the Telco.

Even if the solution presents some limitation in use, it is more simple, cost-effective and secured than the TNL solution (see comparison paper in R3-083049). 
Morever, it is readily available: the CR in tdoc R3-083051 implements this solution in two messages for Dec08. The RNL S1 solution is the only one that enables a fully automated SON ANR function in the release 8 timeframe.
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