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1. Introduction

Messages have been defined for X2 setup, and reset, and also configuration update over X2. This document discusses the potential requirement for an X2 shutdown procedure.  

2. Discussion

2.1 Scenarios for X2 Shutdown

Once an X2 interface is set up between eNBs, in many cases this will be quasi-permanent except for possible reconfigurations (for example change of cells) which may result in an eNB configuration update message.

Under some circumstances, however, it may be necessary for the X2 link to be terminated. Possible scenarios leading to this are as follows:

1. O&M specifically sets a “no X2” constraint for all relevant neighbour relationships in the NCT. Note that this might have been caused by different issues e.g. transport aspects or radio reasons

2. eNB autonomously decides to drop cell from the NCT – this could be triggered by the action of a SON algorithm resident in the eNB or elsewhere.

3. eNB is attempting to shutdown for maintenance in a graceful manner

In the first scenario, it has been clarified that the eNB will not initiate procedures over X2 towards the “target” eNB, but could in principle maintain the X2 and the SCTP association. However the eNB may want to clean up its X2  and neighbour relationships. Note that in this scenario, it is likely (but not necessary) that identical NCT attributes would have been applied to both eNBs.

In the second scenario, this could happen if O&M has not set the “no remove” flag. In this case, it is possible that one of the eNBs will decide to drop a neighbour cell from its list. If this is the only remaining neighbour belonging to another eNB, then it would be reasonable for the eNB to drop the X2 link too. Note that in this case nothing can be said about the state of the NCT of the “target” eNB.

Note that a deletion decision could be driven by several factors, in isolation or together, but these do not have to be discussed. For example, such a decision might also be triggered by lack of useful support for ICIC, a measured low value of ICIC information, HO performance, UE reports etc.

In the third scenario, it would be desirable for all X2 links to be closed, but it is important that the associated eNBs do not respond to this by attempting to restore the SCTP association. Note that in the multi-vendor case, it is not necessarily the case that other eNBs will be aware of a maintenance shutdown of a peer eNB through O&M.

From the above, we conclude that it is possible that only one of the eNBs triggers the deletion action. However the triggering eNB does not know whether the peer eNB is agreeable to terminating the X2, which opens the issue of how this can be done in a stable manner and without X2 ping-pong. 

2.2 Alternatives for X2 Shutdown

Once an eNB in isolation decides to shutdown an X2 association, there are in principle two options:

· SCTP association closure

· New X2-AP procedure

Considering each in turn:

(a) SCTP provides for graceful closure of an active association on request from the SCTP user using SHUTDOWN [1].  SCTP also allows ungraceful closure, either on request from the user (ABORT primitive) or as a result of an error condition detected within the SCTP layer.  Note that SCTP does not support a half-open state so that when either endpoint performs a closure, the association on each peer will stop accepting new data from the application and only deliver data in queue at the time of the graceful close. 

In the graceful option, an eNB application will request SCTP to initiate closure. SCTP then sends a SHUTDOWN [1] and a well defined procedure follows, during which all buffered packets shall be sent and acknowledged, and upper layers will be informed (at the peer end).

It seems however that there is no process in SCTP to reject the procedure, and the upper layers may not know the cause of the shutdown. So the receiving eNB may react in different ways, which may not be desirable. One possibility is that on completion of the shutdown, the peer eNB will attempt to re-establish an association, assuming that it had seen no reason to have a deletion at the application level. Several problems may result e.g. should the peer eNB then set a timer to wait before attempting to re-establish? 

This ambiguity could be minimized if the specification mandated that the receiver of the ABORT or SHUTDOWN messages shall not attempt to re-establish the association for a given period.

(b) In the case of a new X2-AP procedure, one could have a new Class 1 procedure e.g. X2 SHUTDOWN, with the following messages

Initiating message: X2 SHUTDOWN REQUEST (including a cause value)

Successful outcome response message: X2 SHUTDOWN ACK

Unsuccessful outcome response message: X2 SHUTDOWN REJECT (possibly also including a cause value)

The advantage of having such a procedure is that the X2 would only be taken down if both eNBs agree on the desirability of doing so. Note again that they may have both been configured by O&M, but alternatively distributed algorithms may be making such decisions. In this case, the procedure provides information at AP level, such that if the shutdown procedure is agreed, then it is extremely unlikely that a re-establishment would be attempted immediately. The X2 SHUTDOWN REJECT could in any case include a Time to wait.

The possible inefficiency in this case is that an X2 stays live even when an eNB (e.g. Z1) has decided that it is of no use (from its perspective) because eNB Z2 rejects the shutdown request. Currently, however, the overhead may be limited. For example, Z1 can stop any HOs in that direction (if it has not already done so), and also stop sending (and ignore) any ICIC information. In most reasonable scenarios, it is likely that the situation will be symmetric in the long-term, and eventually Z2 may in turn initiate a shutdown procedure, which would then probably be accepted.

3. Conclusion and Proposal

It is suggested that RAN3 considers the above use cases for shutdown, in order to decide whether specification text needs to be added. Possible alternatives are

(a) Specify nothing – so any shutdown will be done at SCTP level and implementations need to deal with implications

(b) Add some text e.g. in 36.422 to the effect that “An eNB may initiate SCTP association shutdown by sending an ABORT or SHUTDOWN towards another eNB with which it has an existing association. On receipt of these SCTP chunks, the peer eNB shall inform higher layers, and these shall not attempt to trigger re-establishment for a time interval (FFS)”

(c) Add a new class 1 procedure to X2-AP (36.423) – X2 SHUTDOWN REQUEST - as described above.

To aid the discussion, Motorola is providing CRs embodying the third option.

4. References

[1] RFC 2960, “Stream Control Transmission Protocol”
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