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1. Introduction

In the Work Item Description for “Enhancements for SRNS Relocation Procedure” a justification stated is: “improvement for the mobility in the aforementioned scenario where SRNS Relocation happens more frequently.“
This paper discuss under which circumstances do the SRNS Relocation happens more frequently when the RAN is deployed with the RNC functionality merged with the NodeB. 
The paper also discusses other possibilities to solve the performance issues related to the SRNS relocation procedure in flat architecture.
2. Discussion

2.1 Anchoring of SRNC during inter RNS mobility

During Iur mobility the SRNC is the anchor for the RRC connection between SRNC and UE. As long as the neighbouring cells under other RNCs (external cells) are configured in SRNC, new radio links of active set can be added under new DRNC and old radio links removed when the UE moves away from the SRNC.

When the UE reaches the end of the area of external cells configured in the SRNC, additional mechanisms are needed to be able to keep the SRNC as the anchor. RNSAP provides the possibility to report external cells, configured in a “distant” DRNC, to the SRNC, thus extending the area for which the active set can be controlled by a SRNC without the need to configure the “distant” external cells in the SRNC. The option to support reporting of external cells of any DRNC to the SRNS, and thereby enable that the SRNC is kept as an anchor, is called Full Anchoring in the following discussion.
An alternative option is to perform SRNS relocation when the UE reaches the end of the area of configured external cells in the SRNC and not use the reporting of external cells of the DRNC to the SRNS. In the following discussion this option is called Limited Anchoring.
Note: It is of cause also possible to implement Full Anchoring, to decrease the need for configuration of cells in RNC, and combine that with SRNS relocation to improve the transport network efficiency or to make the configured area in case of Limited Anchoring so big so that the need for SRNS relocation practically disappears. 
2.2 Performance aspects of inter RNS mobility in a flat architecture
Limited anchoring, decreased SOHO service area: If only the cells belonging to the closest NodeB+RNC are configured in the NodeB+RNC, the service area covered by soft handover is decreased with the flat architecture. The number of SRNS relocations will therefore increase for a flat architecture implemented according to such deployment option. This is the target implementation option for the WI.
Conclusion: The number of SRNS relocations will increase if the flat architecture is deployed with limited anchoring and if fewer external cells are configured in the NodeB+RNC than in the “classical” RNC. 
Full Anchoring: Soft handover over Iur means adding a RL towards a new cell. In flat architecture the likelihood that a new RL is under a new RNC increases. There are only minor differences from performance point of view if the new RL is added under a new RNC or not. 
Conclusion: For full anchoring there are only minor performance differences related to inter RNS mobility when comparing flat architecture and classical architecture.
Limited anchoring, same  SOHO service area:  If the service area that is covered by the NodeB+RNC in terms of configured external cells is the same as for the classical RNC, the number of SRNS relocations will not increase.
Conclusion: If the NodeB+RNC and classial RNC covers, for soft handover, the same size of service area in the limited anchoring implementation option, there is no performance differences related to  inter RNS mobility between flat architecture and classical architecture.
2.3 Justification of the WI
The justification of the WI is that in the scenario where RNC functionality is merged with the NodeB the SRNS Relocation happens more frequently. Because of this increased frequency of SRNS relocations, improvement for the mobility, especially for reducing delay, signalling and processing load are studied.
The discussion in chapter 2.2 shows that this issue of performance degradation related to SRNS relocation in the flat architecture mainly applies to an implementation option with limited anchoring and decreased SOHO service area.
2.3.1 Different alternatives to improve performance of inter RNS mobility

The issues related to flat architecture and inter RNS mobility mainly applies to the implementation option of limited anchoring (as shown above). One way of improving the performance for this implementation option is to improve the SRNS relocation procedure, which is the target of the WI. Another way is to use one of the already standardised options with less inter RNS mobility issues for the flat RAN deployment.

When evaluating the merits of the proposed improvements to the standard, and assess if the changes in the standard is motivated, the other solutions to improve inter RNS mobility shall be used.
· Full anchoring 

· Limited anchoring with increase SOHO service area 
As the performance issue that justify the WI may be solved with already standardised methods, a short presentation of these methods and their inter RNS mobility performance characteristics shall be documented in the TR.
2.4 Network scenarios
The merits and drawbacks of the different options for inter RNS mobility in a flat architecture differs between different network scenarios. When evaluating the merits of the proposed improvements to the standard, different network scenarios shall therefore be considered. As the performance gain that justify the WI differs between network scenarios, target network scenarios and their inter RNS mobility characteristics shall be documented in the TR.
2.4.1 Inter RNS mobility in different network scenarios

Scenarios for which the flat architecture is most beneficial is characterised by:

· low quality backhaul

· high traffic load

· requirements for low RTT and service access time

Three network scenarios are analysed w.r.t. inter RNS mobility in a flat RAN: Wide area macro RAN, Dense urban RAN, RAN in Hot spots.
Wide area macro RAN: 
The Iur connectivity between the NodeB+RNC is typically using a PLMN-wide Intranet. For cost reason it is beneficial to use a low quality backhaul for transmission links, e.g. public IP transport. It is assumed that only parts of the network have to support a High traffic load.
Dense urban RAN:
The dense urban RAN may differs from the wide area macro RAN if it comprises one or several clusters using a metropolitan network, e.g. gigabit Ethernet MAN for the Iur connectivity. Between the clusters classical transmission links are used, same as for wide area macro RAN. The RAN has to support a high traffic load in all parts of the dense urban area.
RAN in Hot-Spots:
A hot-spot may use a LAN for the transmission (e.g. gigabit Ethernet LAN), or several clusters each on   different LAN, for the Iur connectivity. Between clusters and towards the wide area macro RAN classical transmission links are used, same as for wide area macro RAN. Hot spots are characterised by that the users are low mobility users with a high traffic load in the whole hot spot.
3. Proposal

It is proposed to add the text of the Annex to the RAN3 internal TR.
Annex

------------------------------------------------

Add definitions in chapter 3.1:
------------------------------------------------

3.1
Definitions

For the purposes of the present document, the terms and definitions given in [2] apply.

For the purposes of the present document, the following terms and definitions apply.

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

External cells: Cells under control by another RNC than the SRNC. 

Full Anchoring: The SRNC is kept as an anchor during Iur mobility. External cells under a DRNC, not configured in the SRNC, are reported to SRNC using RNSAP. 

Limited Anchoring: The anchor point (SRNC) moves with the UE. When the UE reaches the end of the area of configured external cells in the SRNC SRNS relocation is performed.
---------------------------------------------------------

Add a subchapter (4.1) to chapter 4:
---------------------------------------------------------
4.1 Performance aspects of inter RNS mobility in a flat architecture

4.1.1
Inter RNS mobility in different implementation options 
The issues related to flat architecture and inter RNS mobility mainly applies to an implementation option with limited anchoring and decreased SOHO service area. An alternative way of improving the inter RNS mobility is to use another already standardised options with less inter RNS mobility issues for the flat RAN deployment. Below three implementation options are described with their inter RNS mobility characteristics related to flat architecture:
Limited anchoring decreased SOHO service area: If only the cells belonging to the closest NodeB+ RNC are configured in the NodeB+RNC, the service area covered by soft handover is decreased with the flat architecture. The number of SRNS relocations will therefore increase for a flat architecture implemented according to such deployment option. This is the target implementation option for the solution in chapter 6.

Conclusion: The number of SRNS relocations will increase if the flat architecture is deployed with limited anchoring and if fewer external cells are configured in the NodeB+RNC than in the “classical” RNC.

Full Anchoring: Soft handover over Iur means adding a RL towards a new cell. In flat architecture the likelihood that a new RL is under a new RNC increases. There are only minor differences from performance point of view if the new RL is added under a new RNC or not. 

Conclusion: For full anchoring there are only minor performance differences related to inter RNS mobility when comparing flat architecture and classical architecture.

Limited anchoring, same SOHO service area:  If the service area that is covered by the NodeB+RNC in terms of configured external cells is the same as for the classical RNC, the number of SRNS relocations will not increase.

Conclusion: If the NodeB+RNC and classial RNC cover, for soft handover, the same size of service area in the limited anchoring implementation option, there is no performance differences related to inter RNS mobility between flat architecture and classical architecture.

4.1.2 Inter RNS mobility in different network scenarios

Scenarios for which the flat architecture is most beneficial is characterised by:

· low quality backhaul

· high traffic load

· requirements for low RTT and service access time

Three network scenarios are analysed w.r.t. inter RNS mobility in a flat RAN: Wide area macro RAN, Dense urban RAN, RAN in Hot spots.

Wide area macro RAN: 

The Iur connectivity between the NodeB+RNC is typically using a PLMN-wide Intranet. For cost reason it is beneficial to use a low quality backhaul for transmission links, e.g. public IP transport. It is assumed that only parts of the network have to support a High traffic load.

Dense urban RAN:

The dense urban RAN may differs from the wide area macro RAN if it comprises one or several clusters using a metropolitan network, e.g. gigabit Ethernet MAN for the Iur connectivity. Between the clusters classical transmission links are used, same as for wide area macro RAN. The RAN has to support a high traffic load in all parts of the dense urban area.
RAN in Hot-Spots:

A hot-spot may use a LAN for the transmission (e.g. gigabit Ethernet LAN), or several clusters each on different LAN, for the Iur connectivity. Between cluster and towards the wide area macro RAN classical transmission links are used, same as for wide area macro RAN. Hot-spots are characterised by that the users are low mobility users with a high traffic load in the whole hot-spot.
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