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1 Introduction

Confirmation of the location of Ciphering and Header Compression within the LTE Architecture – located in the eNodeB – took place during the joint SA WG2 and RAN WG3 meeting held in St Louis during RAN WG3#55.
The reasoning for these decisions remain valid although as always consideration of the backhaul transmissions costs remain ever present and methods should be analysed as to permitting improvements such that these costs are minimised where possible without impacting upon neither the service nor the system itself. 

2 Discussion

2.1 Excerpt from TS 36.300

The following diagram shows the functional split of both the eNB in the eUTRAN and the MME in the EPC, where it can be seen that in addition to performing the roles of Ciphering and Header Compression, Scheduling unsurprisingly resides in the eNB. 
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Figure 1: Functional Split between E-UTRAN and EPC

2.2 Transmission Efficiency & Security
Not all Operators at present nor in the future will have the same backhaul architecture, ownership or transmission costs, however a method(s) should be found to ensure that the transmission links to some eNodeBs – transmission costs can vary depending upon location – can be more bandwidth efficient and/or secure. 
Whilst not discussed in this document – nor re-opening the debate – the LTE Architecture and the throughput requirements will have a significant impact both on the amount of transmission resources required in the backhaul and given that making the eNodeB more secure remains an ongoing area of discussion, all methods to ensure security should take place – not just analysed in SA WG3.

2.3 Same QoS: Grouping, Compression & Security
2.3.1 Concept
In order to avoid large numbers of  “small” IP packets on the backhaul, a method should be found to improve the ratio of  ‘payload bits’ to ‘header bits’ on the backhaul. The following figures and text describe one possible approach for improving backhaul efficiency when either security is needed and/or small packets are frequently used.
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Figure2
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Figure 3
Outline of Concept:
· prior to transmission on the S1-U,  several packets of the same  QoS level are buffered for a short period of time ( e.g. <10 ms).
· For each of these packets, the IP header of the payload; the GTP header and the UDP/IP header outside the GTP header are then all compressed.

· These packets with compressed headers are grouped together with a “Frame format field” that describes their structure and are then placed into a single IP packet to which (say) IPsec is applied.
· This functionality is performed in the eNodeB site for uplink traffic, and, in a standalone compressor/decompressor “box” on the edge of the operator’s “backbone” secure network for downlink traffic.
· The eNodeB site sends the single IP packet to the “box” on the edge of the operator’s backbone network. The “box” then performs the IPsec functions and uses the “Field” behind the IP header to unpack the multiple GTP packets inside. These GTP packets are then sent into the operator’s IP backbone where they are routed, as normal, to the correct SAE gateway. In the downlink, similar functionality applies.
2.3.2 Applicability to “flattened HSPA/UMTS architecture”
If the UMTS RNC function is placed at the NodeB site, then this functionality would be equally applicable in this situation.

Because of this, the “compressor/decompressor” function was shown as a separate entity in the above diagram. However there are at least a couple of implementation possibilities:
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Figure 4
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Figure 5
The benefits of the ‘integrated compressor’ include potentially better security and a lower ‘box count’ in the eNodeB site, however, it might negatively impact cost if this functionality is not needed in many sites.
2.3.3 Standardisation aspects

The ‘boxes’ on the core network edge may serve many different eNodeB sites. 
Hence they cannot be guaranteed to come form the same vendor as the BTS site equipment. This is one reason why this mechanism will benefit from standardisation.
2.4  Open Issues

1 Applicable to both UL & DL packet flows?

Where transmission resources are not a concern e.g. private dark fibre network, this concept may not be in any way relevant, however such a technique may be suitable where transmission resources are a concern either due to capacity and or cost e.g. usage of ADSL, symmetrical backhaul.
2 Impact upon Latency and RLC performance?

RLC located in the eNodeB will ensure that not RLC-related problems will arise from this however further analysis should be carried out to ensure that the agreed QoS  of the SAE Bearer is not infringed due to the “filling up” of the to-be-transmitted IP packet. 

3 Applicable to all QoS classes?

Further studies should occur, but it is not envisaged that separate queues are used for every QoS class –instead probably only two queues are likely to be needed: Real Time services (e.g. VoIP) and the rest. For VoIP such a technique could be considered as particularly relevant given the nature and periodicity of VoIP packets.
3 Conclusion
It is proposed that:

· the above points are discussed within RAN3.
· Verify that no such techniques already exist.
· Investigate the impacts upon e.g. RNL specs. 
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