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1. Introduction
Today there is no mechanism to allow automatic reconfiguration of network parameters in case an eNodeB is suddenly removed from the network. The task can only be performed manually via static network planning/configuration. 

This is clearly an area where SON can help reduce OPEX costs, but it is presently not covered by the agreed SON use-cases [1]. This paper motivates the addition of a new use-case covering the removal of an eNodeB and, accordingly, provides a text proposal for TS36.300.
2. Why we need Removal of eNodeB
In case of eNodeB failure or detachment, the area previously served by this eNodeB will likely experience a severe service outage resulting in customer dissatisfaction. Clearly the adjustment of some RF parameters in the neighbour eNodeBs, such as pilot powers or antenna downtilt, could help minimize the outage. At the moment, this process can only be performed manually using, for instance, a planning/RF optimization tool. Besides being more expensive, the process is obviously not well suited to handle eNodeB failures of small duration; e.g. a few hours.
The agreed SON use cases in [1] cover the “Insertion of eNodeB” but they do not cover the “Removal of eNodeB”, which, as discussed above, is essential to reduce OPEX costs in LTE. The next section contains a text proposal for [1]  for the addition of such a use case.
3. Text proposal for TS. 36.300
6.21.5.n  Use case n: Removal of eNodeB from the network
Description

Today there is no mechanism to allow automatic reconfiguration of network parameters in case an eNodeB is suddenly removed from the network. The task can only be performed manually via static network planning/configuration.  
The goal with this use-case is to make sure that the SON framework includes standard mechanisms to automate the adjustment of network parameters in case an eNodeB unexpectedly detaches from the network. Such mechanisms can be useful, for instance, in case of eNodeB failure in order to minimize service outage in the area previously served by the failed eNodeB. 
This use case may be applicable for HomeBTS. This is anyway FFS.
Objective

Allow automatic adjustment of network parameters in case of an eNodeB detaching the network.
(Functionality)

<TBC>

Scheduling (Triggers)
The eNodeB detachment should trigger the adjustment of network parameters in its neighbour eNodeBs.
Input source

Possible input sources are:

-
eNodeB detachment trigger
-
Measurement reports from UEs
-
Measured interference level at eNodeBs
-
HO failure rate
-
Call drop rate
Actions

When an eNodeB detaches the network, its neighbour eNodeBs should possibly adjust the following parameters:
-
Pilot power
-
Antenna down-tilt
-
Other coverage/capacity tradeoff-related parameters
-
Neighbour lists

-
Clustering information (e.g. routing area)

Expected results

<TBC>

Measurements / parameters to be standardised

<TBC>

Architectural aspects

Impact on the SON architecture
Example (Informative description): 
Figure x.y.z shows an example of removal of eNodeB. In this specific example, when the eNodeB in the middle is removed, its two neighbour eNodeBs update their respective neighbour lists as well as their pilot powers/antenna down-tilts so that they can better serve the area that before was served by the missing eNodeB.

[image: image1]
4. Conclusion

It is proposed to agree on the additional SON use-case capturing the removal of an eNodeB.
5. References

[1] 3GPP TR R3.018 “Evolved UTRA and UTRAN; Radio Access Architecture and Interfaces”
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