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1
Introduction

In the context of the E-MBMS CP Architecture, and for the M?-C interface devised in [23.401], the use of a Point-to-Multipoint approach has been presented. The following document gathers a series of remarks regarding the IP transport that are relevant for the different aspects of E-MBMS. 

Since in the IETF world not only MBMS Services but also military applications rely on IP multicast both for UP and CP, the same concerns existing currently in RAN3 to base Session Management CP in Point-to-multipoint have been addressed and solved for a much wider and complex range of control applications. Here are nevertheless only discussed protocols that may be relevant for E-MBMS.
2
Discussion

2.1 Results of previous RAN3 discussions

In the past, the use of Point-to-Multipoint communication for control signalling has been discussed and the conclusions reflected in [R3.018] 6.13.5.2. Some are reproduced here for convenience.
“Sending unicast control plane messages (e.g. paging) to all nodes in a big group would cause significant delay in message delivery as each message would have to be sent separately. It would also consume the message handling capacity in the sending network element as possibly significant number of individual messages would have to be sent  “back to back”. This approach would also consume transport network capacity when compared with IP multicasting where only one message needs to be sent to the IP routed transport network. ”

“6.13.5.2.3 Reliability of IP Multicasting

[…]

An alternative for reliable transport is to introduce a mechanism that makes the probability of loss small enough to be tolerable by the application using the transport. In E-UTRAN it can be provided with two ways that can also be applied simultaneously:

1)
Design the IP network to be reliable by proper media selections, network engineering and dimensioning

2)
Use repetition in the first transmission of the message, thus further increasing the likelihood of its successful reception

In addition to making the probability of loss small, it needs to be carefully considered what are the procedures that benefit the most from IP multicasting.

It is concluded that the issue of unreliability can be overcome in E-UTRAN by applying the guidelines given above. This way IP multicasting becomes a viable mechanism for signalling transport.
”
The conclusion was then that in a carefully designed network (1), simple application message repetition (2) is sufficient to ensure reliability.
2.2 Applying CP message repetition 
It is safe to assume that a CP message is strongly limited in length and will need, in all cases to be transmitted in a single IP packet. The PER (Packet Error Rate) can then be interpreted as a Message Error Rate.
The Message Error Rate should however be even lower than conventional IP PERs, since the network is capable of prioritizing this control traffic and ensure a special handling guaranteeing that it will not be dropped due to congestion or timeouts.
The IP PER can be measured in an IP network by conventional performance measurement means. It usually varies between 10E-7 and 5(10E-5.
In order to obtain a reliability above telecom network benchmarks, in the order of 99,99999%, it is necessary to ensure an error probability of 10E-7. A 2-times repetition of the AP message ensures that a Message Error Rate between 25(10E-10 and 10E-14 can be reached. In other terms, the reliability is tens to ten million times better than the usual reliability in a telecommunications network.

Benchmarking in terms of duration against SCTP, which needs a 4-way handshake, the last 2 legs being able to carry user data, a 3-times repetition of the CP message is performed within the time needed to send the CP message with SCTP.

An additional issue that needs to be taken into account, but is implementation-dependent, is that potential bit errors introduced in the message can be identified by comparing different received messages. If this is implemented, it then makes sense to set the message repetition to an uneven name to support decision-making.
It is also worth indicating here that a relevant PER occurs at internal interfaces of an equipment. It is in implementation terms then necessary to provide for a reliable delivery of IP packets.
2.3 IETF’s Reliable Multicast Transport results

IETF’s Reliable Multicast Transport (rmt) charter has devised a series of protocols that come into consideration in order to make IP multicast reliable. This standardization effort stands out together with an extensive research activity in the past fifteen years.
A series of RFCs constitute a comprehensible and entertaining status description.

From [RFC2887],
Application requirements for reliable multicast (RM) are as broad and varied as the applications themselves.  However, there are a set of requirements that significantly affect the design of an RM protocol. A brief list includes:

   o  Does the application need to know that everyone received the data?

   o  Does the application need to constrain differences between

      receivers?

   o  Does the application need to scale to large numbers of receivers?

   o  Does the application need to be totally reliable?

   o  Does the application need ordered data?

   o  Does the application need to provide low-delay delivery?

   o  Does the application need to provide time-bounded delivery?

   o  Does the application need many interacting senders?

   o  Is the application data flow intermittent?

   o  Does the application need to work in the public Internet?

   o  Does the application need to work without a return path
      (e.g. satellite)?

   o  Does the application need to provide secure delivery?

There is not yet a consensus within RAN3 on which exactly are the requirements of the transport of the E-MBMS CP for MBMS Session Management, but we ought to suggest that these are:
· The application may need to know that every one received the data

· The application needs to scale to a large number of receivers, but not “large” in the IETF sense of the word.
· The application needs to be totally reliable,

· The application needs to provide time-bounded delivery

It can therefore be assumed that the RAN3 requirements have being tackled in the IETF for a long time and their use in 3GPP depends on the RFC stability and actual industrial availability.
A close inspection of the existing RFCs and research papers shows that the discussed concepts have reached the necessary conceptual maturity to address application scenarios beyond the requirements that E-MBMS poses. The identified mechanisms are here briefly mentioned and not discussed in detail,
· ACK-based and NACK-based reliability mechanisms,

· Tree-based ACK mechanisms

· Sub-tree repetition mechanisms

· Packet-Level Forward Error Correction

· Congestion Control

Mechanisms related to the two last issues could be relevant for the E-MBMS User Plane.

An obstacle in the progress of IETF is the absence of an “adequate congestion control scheme”, which certainly addresses a paramount concern in the internet but should not be a compulsory characteristic in the context of E-MBMS. 

2.4 IETF Protocols in Detail
2.4.1
NORM  -  [RFC 3940]

The NORM (Nack Oriented Reliable Multicast protocol) uses NACKs for reliability, and also supports an ACK feedback mode.
The Negative-acknowledgment (NACK) Oriented Reliable Multicast (NORM) protocol is designed to provide reliable transport of data from one or more sender(s) to a group of receivers over an IP multicast network.  The primary design goals of NORM are to provide efficient, scalable, and robust bulk data (e.g., computer files, transmission of persistent data) transfer across possibly heterogeneous IP networks and topologies.  The NORM protocol design provides support for distributed multicast session participation with minimal coordination among senders and receivers.  NORM allows senders and receivers to dynamically join and leave multicast sessions at will with minimal overhead for control information and timing synchronization among participants.  To accommodate this capability, NORM protocol message headers contain some common information allowing receivers to easily synchronize to senders throughout the lifetime of a reliable multicast session.  NORM is designed to be self-adapting to a wide range of dynamic network conditions with little or no pre-configuration.  The protocol is purposely designed to be tolerant of inaccurate timing estimations or lossy conditions that may occur in many networks including mobile and wireless.  The protocol is also designed to exhibit convergence and efficient operation even in situations of heavy packet loss and large queuing or transmission delays.
While the main application of NORM is data transfer (combining NACK and FEC mechanisms), “Mechanisms for "out-of-band" information and other transport control mechanisms are specified for use by applications to form complete reliable multicast solutions for different purposes”.

NORM is relevant for the UP and is certainly relevant for the CP when running in the ACK mode, and taking advantage of the repair mechanisms. Nevertheless, such “flat ACKs” schemes can cause acknowledge implosions at the sender.

NORM_ACK messages are generated in response to certain commands transmitted by the sender.  In the general (and most scalable) protocol mode, NORM_ACK messages are sent only in response to congestion control commands from the sender. The feedback volume of these congestion control NORM_ACK messages is controlled using the same timer-based probabilistic suppression techniques as for NORM_NACK messages to avoid feedback implosion. In order to meet potential application requirements for positive acknowledgment from receivers, other NORM_ACK messages are defined and available for use.

2.4.2
Tree Based ACK protocols
TRACK (TRee ACKnowledment based protocol) uses a tree for controlling feedback and repairs. There has been extensive research on this subject but the treatment in the IETF is inconclusive.
[RFC3048]

Tree based ACK.  Protocols such as RMTP [LP96, PSLM97], RMTP-II [WBPM98: "THE RMTP-II PROTOCOL," Work in Progress] and TRAM [KCW98: M. Kadansky, D. Chiu, and J. Wesley, "Tree-based reliable multicast (TRAM)," Work in Progress.], use positive acknowledgments (ACKs). ACK based protocols reduce the need for supplementary protocols that provide delivery confirmation, as the ACKS can be used for this purpose.  In order to avoid ACK implosion in scaled up deployments, the protocol can use servers placed in the network.
The tree-based ACK seems to be attractive in case of E-MBMS CP and could be specified for the AP layer. This would mean however a design of the CP that ensures the reliability by itself, but this would be contrary to the purpose of relying in well-proven IETF mechanisms.
2.4.3
ALC  -  [RFC 3450]
ALC (Asynchronous Layered Coding) uses FEC based techniques and provides congestion control mechanisms. It does not require any feedback. It shall be considered a candidate for bulk data delivery to be used for the User Plane.
2.4.4
PGM  -  [RFC 3208]

As stated in the RFC, 

Pragmatic General Multicast (PGM) is a reliable multicast transport protocol for applications that require ordered or unordered, duplicate-free, multicast data delivery from multiple sources to multiple receivers.  PGM guarantees that a receiver in the group either receives all data packets from transmissions and repairs, or is able to detect unrecoverable data packet loss. PGM is specifically intended as a workable solution for multicast applications with basic reliability requirements.  Its central design goal is simplicity of operation with due regard for scalability and network efficiency.
PGM relies on NACKs to take advantage of the repair mechanisms and as such is not appropriate to support the E-MBMS CP, which shall consist of a single Application Packet. PGM is a candidate for the User Plane.
2.5 Other Aspects
Other aspects such as error-free delivery still need to be verified.
3
Conclusion
It is interesting to see that the IETF has completed a long time ago substantial work relevant both for E-MBMS CP and UP purposes, while progress has been halted by considerations such as congestion control that are not necessarily relevant or are addressed in the context of the PLMN by other means.

The actual availability of the protocols need to be verified. NORM is a good candidate to support both the UP and the CP in E-MBMS.
A straightforward action to be carried is liaising IETF’s reliable multicast chart to ask for guidance in the selection of the protocols that shall be applied both for the User Plane and the Control Plane. In both cases, RAN3 shall be capable to capture the existing requirements, an issue for which the necessary consensus may not yet exist.
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