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1 Introduction
RAN3 has decided that the flat architecture (NodeB+ with RNC functionality) is an alternative for 3GPP evolved HSPA architecture. Moreover at RAN3#55 meeting, it’s confirmed that Evolved HSPA NodeB+ interfaces an RNC via Iur for shared carrier (CS, non-HSPA traffic). MBMS was discussed in recent RAN3 meetings and it was not decided if it is possible to do combining between the NodeB+, because it is unclear if synchronised delivery of MBMS data via PTM for the purposes of soft-combining – again in the inter-NodeB soft-combining case – is possible in an Architecture 2 deployment.  
In this document, we show our view on how to support MBMS combining. Other open issues for further study are also listed.
2 Discussion
2.1 Architecture Discussion
To support MBMS in the evolved HSPA network, we have the following concerns:

1. Content synchronization

2. Reduce Iu load
Our solution is based on a master-slave architecture and Iur IP multicast. The solution is illustrated in figure 1 and figure 2. 

There exists at least one master control entity for one MBMS service. This master control entity may be legacy RNC or NodeB+. This master control entity controls not only the session procedure (control plane functionality) but also the data transferring procedure (user plane functionality). Moreover in order to decrease load of master Node and slave Node, there are IP-routers between master control entity and slave Nodes. The IP-router is like IP-router1/IP-router2 in figure 1. The master control entity interfaces slave NodeB+ via Iur.  Figure 1 illustrates the user plane architecture where the GSN only transfers MBMS packets to the master control entity (the legacy RNC or NodeB+) for MBMS services. Figure 2 illustrates the control plane architecture where all the NodeB+ (includes legacy RNC) have an Iu-PS connection with GSN. For session management procedure there exist a master legacy RNC or master NodeB+ as the master control entity. We call this architecture “Iur IP multicast architecture”. It naturally decreases the Iu load due to only several transport links between master legacy RNC or NodeB+ and GSN.  
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Figure 1: MBMS user plane architecture example 1 in evolved HSPA deployment 
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Figure 2: MBMS control plane architecture in evolved HSPA deployment

2.1.1 Master Control Entity Functionality

The master control entity (legacy RNC or NodeB+) is responsible for co-ordination the resources of each NodeB+. The master control entity also is in charge of handling MBMS data. There exists a MBMS synchronous entity in master control entity which at least does header compression (HC) and processes timestamp. The master control entity may assign the services IP-multicast address of the Iur level IP-router. The master control entity (legacy RNC or NodeB+) may be static configured or may be dynamic configured.
2.1.2 Slave Node Entity Functionality

Slave NodeB+ has Iu-PS connection with CN in PS domain and it has Iu-PS control plane functionality. So the session procedure in slave NodeB+ could run as normal.   

The slave NodeB+ needs to join the Iur level multicast group. This may happen either at session start or later.

Slave NodeB+ configures the RB for MBMS services according to the assignments of master control entity.

Slave NodeB+ receives MBMS data packets which at least had been done HC by PDCP layer and processed timestamp in master control entity (legacy RNC and master NodeB+) and send the MBMS data packet to air.
2.2 Session Procedure Changes

The session procedure may change due to adding Iur level transport multicast address in the message. So the slave NodeB+ would join the multicast group.
The Iur level transport multicast address may be assigned by master control entity.
2.3 User Plane Changes

The MBMS synchronous entity may have different function according to combining scheme. It should do total or part of work like the header compression, RLC handling, then assemble the MAC header.

The slave NodeB+ shall act just like only physical layer handler (may called Drift NodeB+ for MBMS service) in case of air combining scheme and shall act as normal in case of selective combining scheme. And it should send data packets in the pre-defined CFN and TTI with pre-defined modulation and coding.
This solution could meet the requirement of the contents synchronization for MBMS services. Moreover it may also bring out the change of Iur interface. And it is FFS.
2.4 Benefits of the Architecture

· It is easier to meet the requirement of time synchronization due to CFN in each FP.

· It is easier to handle problem of the packet loss due to PDCP layer for MBMS only in master NodeB+.
· The solution decreases the load of Iur.
· It naturally decreases the Iu load.
· It is easier to meet the requirement of contents synchronization.
· It can re-use the legacy RNC and decrease the investment of operator.

2.5 Open Issues 
· How to inform Iur level IP multicast’ address to slave node and CN?

· How to co-ordinate the resources among NodeB+?

· How to keep time synchronization among each NodeB+?
3 Conclusion and Proposal
The architecture discussed in this contribution provides an efficient way to implement MBMS in evolved HSPA+ architecture deployment.
Moreover it has provides the solution of the key challenges –contents and time synchronization in distributed architecture.
It is proposed that there should exist a master control entity to co-ordinate the resources for combining inter-NodeB+. 

It is proposed that there should exist a master control entity in user plane to keep contents and time synchronization for combining inter-NodeB+.

It is proposed that Iur level IP multicast can be applied to an efficient way to transfer MBMS packets.
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