3GPP TSG RAN WG3 #57

R3-071454
20 - 24 Aug. 2007, Athens, Greece
Agenda item:
13.2.6f
Source: 
Alcatel-Lucent
Title: 
E-MBMS functions of statistical multiplexing
Document for:
Discussion & decision
1. Introduction

The statistical multiplexing is widely used in the multiple-stream transmission systems. By multiplexing parallel streams, there is considerable multiplexing gain. The gain is achieved by the statistical behavior of the traffic, i.e. when one stream needs excessive bandwidth, there will be some other streams statistically being experience low bit rate status. The statistical multiplexing is suitable for the broadcast system, because the gain is achieved by the application statistical characteristics, rather than something like physical layer feedback. The multiplexing gain is considerable, and for example in DVB-H, it is found that 30%~40% gain can be achieved.
In this document, the functions in supporting statistical multiplexing for E-MBMS are discussed.
2. Discussion

2.1. E-MBMS traffic and statistical multiplexing
The supported E-MBMS service is background and streaming. For background service, it is modelled as a lot of bursts [1]. For streaming service, the frame size also varies with time [1]. Another application of eMBMS is Mobile TV, which is defined by SA1 as:
The Television service is an MBMS service consisting of synchronised streaming audio and visual components.
According to 25.912, one mobile TV channel would be around 300kbps. Usually, the audio encoder outputs 32~64kbps stream according to different configurations. According to 26.346, audio encoder will be AAC, while video encoder is H.264/MPEG4. In the following analysis, the characteristic of video traffic is studied, because it takes 80%~90% of the total load.

It is easy to understand that high motion scenes needs higher bit rate, while low motion scenes only need lower bit rate. If the output bit rate is repressed for the high motion scenes, the QoS degrades.
· Long-term bitrate variability of steaming service
It is easy to see that different scenes (There is no clear definition of the length of a scene. It is assumed on the tens of seconds level), needs different encoding bit rate to achieve the same output quality, whether from the objective or subjective point of view. 
However, a TV show may consist of both low motion and high motion scenes. Even for the news channel, there may be some on-site report on football. According to [ 2 ], the bit rate variability is quite large; news may only need 100kbps, while football needs over 320kbps to achieve the same acceptability by the audience. 

Therefore, for streaming services, e.g. Mobile TV, to guarantee a smooth reception and consistent user experience, the output traffic would vary with time and so does the allocated bandwidth.
· Short-term bitrate variability
According to the data from ASU [ 3 ]

 REF _Ref172617795 \n \h 
 \* MERGEFORMAT [ 4 ], the real data source of “Star War IV” encoded by H.264 shows the short-term bit rate variability. The Quantizer of 24 is selected, because this gives a mean bit rate near 256kbps. In this movie, one GoP (Group of Pictures) has 16 frames, which are IBPBPBPBPBPBPBPB. Thus, one GoP takes around 0.5s for the 30fps coding rate.

As shown in the following figure, the GoP size varies greatly from around 50kbits to 500kbits.

It can also be seen, the autocorrelation of GoP size goes down with the lag of later GoPs. For the GoPs which are 5 GoP later, the autocorrelation is below 0.5, corresponding to 2~3s. Therefore, the bitrate varies quickly in the short-term range.
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Figure 1 GoP sizes and GoP size autocorrelation
· Statistical multiplexing gain
Statistical multiplexing is used for the parallel services with varying bit rate. The gain comes from the probability that bit rate of all the independent services reach the maximum value drops with increasing number of multiplexing services. It is shown in [3] [4] the bit rate variability has much positive effect on the multiplexing gain.
Here is an example. Based on the statistics of ASU, if 99% packets should be transmitted without additional delay, one channel needs 0.6Mbps, while the bandwidth requirement is only 5.2Mbps for 16 channels multiplexed together, i.e. 0.33Mbps each. Hence, there is significant gain.
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Figure 2 Statistical multiplexing gain example
· Quantifying the statistical multiplexing gain

Based on the data of H.264 coded stream “Star War IV”, “NBC news”, “Silence of lamb” and “Tokyo Olympic”[3] [4], it is found that the statistical multiplexing gain for 16 parallel eMBMS services (original statistics of the stream, or its cyclic shifted version) is about 75% ~ 80%, compared to non-multiplexed VBR services. In dynamic MBSFN, there is still 47%~70% gain can be achieved. The above gain is guaranteed for the 99% simulations.
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Figure 3 Statistical multiplexing gain

For the statistical multiplexing gains over the CBR coded stream, currently, there is no close-form analysis available on the statistical multiplexing gain, because it involves a lot of audience subjective factors. According to the paper [5] and a lot of successful industry stories
 show there could be 30%~40% multiplexing gain. In the eMBMS deployment, the gain may decrease due to some unknown limitations. 
2.2. E-MBMS architecture and multiplexing solutions

Currently, the eMBMS Logical Architecture allows for two deployments:

· “Lightweight” deployment where MCE functionality is hosted in each eNB and M3 interface is terminated in eNB.

· Deployment of MCE functionality in separate physical nodes.

The lightweight deployment can be implemented with the support of O&M. Without changing the logical architecture, the statistical multiplexing is expected to be achieved on both E-MBMS architectures.
2.3. AMBR based statistical multiplexing

It is desired that the UE only needs to receive its interested service, so this requires that the eNB can separate the flows of different E-MBMS services and transmit them onto different freq/time resources. A suitable method is that different E-MBMS services are carried on different bearers. To enable the multiplexing among the different services, i.e. different services share the same bandwidth, the relationship of these bearers should be defined. Currently, AMBR is defined as [6]
	Aggregate Maximum Bit Rate (AMBR)

Multiple EPS bearers of the same UE can share the same AMBR. That is, each of those EPS bearers could potentially utilize the entire AMBR, e.g. when the other EPS bearers do not carry any traffic. The AMBR limits the aggregate bit rate that can be expected to be provided by the EPS bearers sharing the AMBR (e.g. excess traffic may get discarded by a rate shaping function). AMBR applies to all Non-GBR bearers of a UE. GBR bearers are outside the scope of AMBR.


Each E-MBMS EPS (Evolved Packet System 23.401) bearer can be a non GBR bearer. Thus, the definition of AMBR can be extended to MBMS, where multiple E-MBMS services carried on respective EPS bearers share the same AMBR. Each E-MBMS EPS bearer can potentially utilize the entire AMBR. The E-MBMS EPS bearers share the AMBR build up an AMBR bundle. The sum of the bit rate of each EPS bearer will be greater than the AMBR. Here, the E-MBMS AMBR is only applied for downlink.
2.3.1.  Configuration of the bundle and bearers
The configuration of statistical multiplexing could be from BM-SC, because BM-SC may know more information about the required TV channel combinations, e.g. it knows the service area and might know and probably can control the statistical properties of the user service steams e.g. whether the coding is CBR or VBR, whether the encoder is MPEG4 or H.264. Hence, BM-SC can define and manage the statistical multiplexing bundle. BM-SC informs the gateway:

1. The services in the bundle, e.g. by a list of TMGIs

2. The requested Qos of the statistical multiplexing bundle.
Then the AMBR for the EPS bearer bundle is determined according to the request QoS for the statistical multiplexing bundle and also probably with the consideration of RAN operations, e.g. header compression. This is done in gateway. Then the EPS bearer for each service is established according the requested QoS from BM-SC. Each EPS bearer will then associate the AMBR. Hence, the AMBR bundle is built up.
2.3.2. Management of the bundle
The statistical multiplexing bundle information can be delivered through the Session Start messages for each single service. Thus, the BM-SC can add new services into an existed bundle e.g. by Session Start and remove the finished services, e.g. by Session Stop. And then, an EPS bearer will be added or removed from an AMBR bundle. When there is a change of the statistical multiplexing bundle, the BM-SC needs to determine the new required QoS of the statistical multiplexing bundle, and this information can be sent to gateway by the Session Update message. Because, the establishment of each single EPS bearer is only determined by its own QoS requirement, rather than that for the bundle, thus there is no impact on the existed EPS bearers. The changed AMBR only affects the scheduling in eNode B, which is a role of MCE.

However, there is a need to simultaneously activate the new AMBR to eNB, so that all the eNBs can make a scheduling according to the new AMBR at the same time. This can be done by a simple mechanism that a time stamp, e.g. indicating the next scheduling interval, is carried inside the Session Update message. Such a procedure is also needed when there is change for single service carried on a GBR bearer.
It should be noted that there is no interaction between BM-SC and eNB. The eNB just follows the indication of AMBR and the AMBR bundle, which are derived from the information provided by BM-SC.
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Figure 4 Example of processing flow
An example is illustrated in Figure 4. Normally there is rate control interaction among the application encoders for the stream services like Mobile TV, and the encoders may generate VBR traffics, but the aggregate bit rate could be constant.
2.3.3. Processing in eNode B
The processing in eNode B is based on multi-stream, referring to the sharing of resources among the services in the AMBR bundle. The transmission order is determined by O&M or MCE, while the resources need by single service for certain scheduling interval is determined by the buffered data available for scheduling. The SYNC protocol guarantees that each eNode B has the same data for the bundle for processing.

The key points of multi-stream processing are:

1. Services belonging to the same AMBR bundle share the resources configured for the bundle. 

2. The different services are scheduled according to the resource allocation pattern, i.e. multiplexed, and the pattern is based on a bundle.

3. The transmission order/pattern is pre-configured or indicated by MCE. 
4. The SYNC protocol guarantees that eNB has the same data of certain service available for scheduling.
5. Each eNB processes the data identically, e.g. multiplexing in MAC is configured for every eNB in the same way.
The decision of each eNode B is identical. This is easy to understand. Suppose in the non-multiplexing scenario, for certain eMBMS service, SYNC guarantees that each eNB processes the same data. Thus, in the same way, SYNC can guarantee each eMBMS service in the bundle has the same data in eNB buffer for scheduling, because the principle of SYNC is unchanged and whether a service is in certain bundle has nothing to do with the S1 data transmission. Hence, the available data of the whole bundle is identical at each eNB for scheduling.
Each eNB makes scheduling according to the data in the buffer, as well as the transmission order/patter indicated by MCE or configured by O&M. As shown in Figure 5, every eNB has three packets of the pink service, and then these three packets are scheduled. The orange service will follows when the data of the first service are scheduled, because the scheduling patter indicates such a transmission order. 


[image: image8.emf]Scheduling 

interval

Scheduling info

Time

Time

F

r

e

q

u

e

n

c

y

Resources for the 

AMBR bundle

Scheduling 

interval

Data for scheduling, 

identical at each eNB

Scheduling 

interval

Scheduling info

MCCH


Figure 5 Bundle based processing
2.3.4. Application scenarios                                                            
This solution is suitable for the following scenarios:
1. Dedicated carrier for Mobile TV, which probably broadcast over the entire city.
2. Services that have the same MBSFN area, e.g. the service area out of max synchronization area may be different.
3. Services with the same service area, but sometime with different MBSFN areas because of dynamic MBSFN. This solution is applicable if the S1 user plane is always kept for the inactive cells.
The impact on content synchronization is FFS.
3. Conclusion

The statistical multiplexing is discussed in this contribution. Generally, there could be 30%~ 40% gains. Hence, it is highly necessary to support this feature. 
It is proposed to support statistical multiplexing for eMBMS and adopt the AMBR based bearer structure for E-MBMS as a solution. 
The AMBR based solution could be realized through the Session Start/Stop/Update procedures with new IEs. 

Impact on RAN2 will be the specification on the multiplexing of logical channels in MAC.
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� The conclusion is drawn according to the data are from Harmonic Inc., Xilinx, Scientific Atlanta and Rohde & Schwarz for DVB-H.
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