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1. Introduction

In RAN3 #53bis meeting, Uplink Macro Diversity Combining (MDC) in flat evolved UTRAN architectures (Section 9.1.1.3 in [1]) was agreed to be located in the Node B.  A concern about the increased latency and traffic load as what we face today in inter-RNC handover scenario was brought out. Therefore in RAN3 #54 meeting, the introduction of some inband information exchange between Node Bs was agreed to be considered as a potential improvement [2]. In this document we propose an example of such an improvement to reduce the latency and traffic load.
2. Discussion
In the traditional UTRAN architecture, UL MDC is performed in the serving RNC. As the evolved architectures become flat, UL MDC moves to the serving Node B.

The following is an example of the procedures for UL MDC in the serving Node B.
(1) If CRC check is correct in the serving Node B, the serving Node B sends its packets directly to xGSN and MDC procedures end; If CRC check is wrong, the serving Node B sends notifications to the drift Node Bs in the active set and MDC procedures continue;
(2) After receiving the notification, those drift Node Bs, which have the right CRC check, send their packets to the serving Node B;
(3) The serving Node B selects one of the correctly received packets and sends it to xGSN.

In Figure 1, it illustrates the above procedures in the scenario with one serving Node B and one drift Node B. Noted that in flat evolved HSPA architectures, Iur interfaces are remained between Node Bs.
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Figure 1 UL MDC in Evolved HSPA Architecture
For high data rate HSPA service in the evolved flat architecture, traditional UL MDC seems to bring much traffic load between Node Bs. But in our proposed procedures, only when CRC check in the serving Node B is wrong, those drift Node Bs which get the correct packets will forward data to the serving Node B. Otherwise there is no additional latency and traffic load occurred between Node Bs due to MDC.

Considering that for most of the time the serving Node B has the best channel quality, it is highly possible that the serving Node B gets the correct CRC check and no further action is needed for MDC. Even in the occasional case that the serving Node B receives the wrong packets, the latency and traffic load between Node Bs in our proposal are still comparable to the traditional way. The few bits overhead on the notification message is worthwhile for a significant reduction of the overall latency and traffic load between Node Bs.
3. Conclusion and Proposal
In this contribution we have presented a way for UL Macro Diversity Combining to greatly reduce the latency and traffic load between Node Bs in flat evolved HSPA architectures.
The following text is proposed to be added in the section 9.1.5.1 of [1] or any other section that is found appropriate for documenting this improvement.
------------------------------------------ Beginning of Text Proposal -----------------------------------------
Some improvement methods based on exchange of inband info between NodeBs may also be considered and introduced to decrease the traffic load for UL MDC in Serving Node B. (R3-061946)
The following procedure is an example of such an improvement to reduce the latency and traffic load.
(1) If CRC check is correct in the serving Node B, the serving Node B sends its packets directly to xGSN and MDC procedures end; If CRC check is wrong, the serving Node B sends notifications to the drift Node Bs in the active set and MDC procedures continue;

(2) After receiving the notification, those drift Node Bs, which have the right CRC check, send their packets to the serving Node B;

(3) The serving Node B selects one of the correctly received packets and sends it to xGSN.

In Figure 9.1.1.5-3, it illustrates the above procedures in the scenario with one serving Node B and one drift Node B. Noted that in flat evolved HSPA architectures, Iur interfaces are remained between Node Bs.
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Figure 9.1.1.5-3 UL MDC in Evolved HSPA Architecture

In the above procedures, only when CRC check in the serving Node B is wrong, those drift Node Bs which get the correct packets will forward data to the serving Node B. Otherwise there is no additional latency and traffic load occurred between Node Bs due to MDC.

Considering that for most of the time the serving Node B has the best channel quality, it is highly possible that the serving Node B gets the correct CRC check and no further action is needed for MDC. Even in the occasional case that the serving Node B receives the wrong packets, the latency and traffic load between Node Bs are still comparable to the traditional way. The few bits overhead on the notification message is worthwhile for a significant reduction of the overall latency and traffic load between Node Bs.

Editor’s Note: It is FFS what is the impact of the increase of the standard deviation of the latency in the network.
Editor’s Note: How control plane processing goes on hardware is FFS.
Editor’s Note: Some simulation for verification is needed.
------------------------------------------------ End of Text Proposal -------------------------------------------
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