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1. Introduction

In previous meetings the Multi-cell/multicast Coordination Entity (MCE) functional entity for the purpose of eMBMS Multi-cell transmission RRM handling has been defined in [1]. For this E-UTRAN entity it is FFS “whether the MCE functionality is allocated to the eNB or to a node above the eNB (i.e. the UPE/MME, the BM-SC, the OMC or a node dedicated to this functionality).”.
At the joint RAN2/RAN3/SA2 meeting in St. Louis some working assumptions for MBMS in LTE are have been taken [2]. These are that only broadcast and enhanced broadcast modes will be supported for MBMS services in LTE and that no UE Subscription verification is performed. These working assumptions have to be kept in mind, when reasoning about MCE roles and locations.
In this contribution we discuss and compare two principal alternatives for the introduction of MCE into the LTE/SAE architecture. 
This document represents basically a resubmission of our previous document R3-070646, which was noted at the RAN3#55bis meeting.

2. Discussion
2.1 MCE functional entity revisited 
Currently the MCE functions comprise just the co-ordination of the allocation of physical layer resources and the configuration of the physical layer [1]: 
“Allocation of the radio resources used by all eNBs in the SFN area for multi-cell MBMS transmissions using SFN operation. Besides allocation of the time/ frequency radio resources, this also includes deciding the further details of the radio configuration e.g. the modulation and coding scheme.” 
The following ffs additional functions are listed also in [1]:

“It is FFS whether the RRM architecture for eMBMS includes the following functions:

-
Restricting the use of radio resources allocated for SFN operation by eNBs surrounding the SFN area

-
Means to support synchronised distribution of eMBMS user data i.e. content synchronisation

-
(Means to support) synchronised distribution of the associated eMBMS control information

-
Selection of transfer mode i.e. whether single cell or multi-cell transmission is used

-
Dynamic control of the SFN area i.e. which eNBs are actually transmitting an eMBMS service

-
Prioritisation of eMBMS services based on received QoS parameters e.g. based on an ‘ARP’-alike value received from the BM-SC

Furthermore, it is FFS whether the above functions are provided by the MCE or by other entities.” 
2.2 MBMS Session Management Entity (MBSE)   
When the SAE MBMS Bearer are not statically preconfigured the SAE Bearers have to be dynamically setup. MBMS Session Management is mainly about MBMS Bearer Management i.e. Setup, Release and Modification of SAE Bearer. As an example MBSE can provide to all the eNBs belonging to a MBMS service area the required information to setup the SAE Access Bearer (i.e. IP multi-cast addresses). To model this function we introduce in the document the MBMS Session Management Entity (MBSE).
2.3 Major Alternatives for eMBMS control plane 
The EPC shall not be aware about radio specific concepts
 like slot, radio block etc. also it is desirable that the EPC should not need to know the mapping of service areas onto eNodeBs. Therefore alternatives in which MCE is allocated to MME or BMSC have not been considered. The main remaining two architecture alternatives are depicted in figure 1. 
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Figure 1: Two alternatives for multi-cell transmission deployment scenario

Alternative 1: The MCE is hosted partly in eNB ('MCE slave') and partly in O&M system ('MCE master' e.g. for resource pool configuration). This alternative does not need any new central E-UTRAN node. The S1_C interface for uni-cast is supplemented by eMBMS specific functions. The MBMS SAE bearer management is mainly performed by the MME, therefore the functional entity MBSE is allocated to MME. Therefore in some implementations
 of this architecture it might be necessary that the MME has to have some knowledge on radio configuration specific things like MBMS Service Area to eNodeB mapping. This alternative represents a distributed hierarchical RRM architecture for eMBMS. In the Annex ‘Examples for implementation of alternative 1’ further information on this alternative is given..
Alternative 2: A logical node called MCE is introduced hosting the functional entity MCE. eMBMS specific interfaces M and S12 between eNodeB and MCE and between eNode B and MME are introduced. The MBMS SAE bearer management is mainly performed by the MCE, too. Therefore the functional entity MBSE is allocated to the MCE, too. This allows that all eMBMS related radio configuration can be hidden from EPC by MCE. This includes the Service area to eNB mapping etc. This alternative is more flexible for the following cases: transmission mode switching from single cell to multi-cell transmission, when some dynamicity is needed for MBSFN area configurations and also when MBSFN areas overlap.  This architecture represents a centralized RRM architecture for eMBMS.
The table below compares these 2 alternatives :

	Criterion
	Alternative1 (no extra RAN node)
	Alternative2 (MCE logical node)

	Number of additional interfaces to configure
	No additional interface. But probably O&M itfN to be enhanced.
	Additional S12 interface between MCE and MME and M interface between MCE and eNodeB. 

	Allows for O&M based RRM solution  to avoid a separate EUTRAN RRM server for multi-cell transmission
	Yes 
	No 

	Radio Resource Efficiency
	Reasonable
	Optimal 

Can support dynamic MBSFN and transmission mode (single cell, multi-cell) switching.

	Logical MCE node needed for single cell transmission
	No
	Yes

	Restrictions on MBSFN area deployment
	Some restrictions
	Very flexible

	Switching between single and multi-cell transmission
	Not straightforward
	Straight forward since MCE is a kind of controller

	Support for decentralized RRM
	Yes
	No

	Knowledge of radio configuration for MBMS needed in EPC 
	Yes/No (depending on the adopted solution e.g. mapping of Service Area to eNB information is needed)
	No (MCE allows to hide radio configuration to EPC)

	eMBMS service support
	Most suitable for popular service like Mobile TV
	Most flexible and suitable for dynamical services


3. Conclusion

In this contribution two main architectural alternatives for introducing MCE functionality in the LTE architecture have been discussed and compared. 
The comparison shows that:

· alternative 1 is better in the static case: i.e. only static MBSFN areas are allowed with no dynamic resource sharing between MBSFN areas and MBSFN area overlapping restrictions apply,

· alternative 2 is better if some dynamicity is requested for the use of MBSFN areas and arbitrary overlapping MBSFN areas have to be supported.
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Annex: Examples for implementation of alternative 1
Two examples for implementing alternative 1 are outlined below.
Example implementation 1  - Preconfigured MBMS SAE Bearers:

The basic idea is to use for MBSFN broadcast services MBMS SAE Bearers, pre-established by O&M configuration. These MBMS SAE Bearers always exist. However transmission on air-interface only happens if data are to be transmitted. In mixed cell scenarios other service cannot use the resources reserved for the MBMS SAE Bearer.
During session start a service is mapped to one of the available existing MBMS SAE Bearers by SAE GW. Session start message distributed to the eNBs can be used to adapt the MCCH content such that the actual mapping of service to MBMS Radio Bearer can be provided to the UEs.

The MBMS services have to adapt to the pre-configured bearer service (e.g. bit rate offered by the pre-established MBMS SAE Bearers). This scheme is mainly applicable for popular TV broadcasting services to be distributed in MBSFN operation over a whole country.
Example implementation 2 - Assumption separate resource pools for different layers: 
For this example some configuration restriction are used as a precondition that the scheme can work. 

These are depicted in figure 2 and can be characterized by the following conditions:
· Maximum MBSFN Areas should not overlap. (i.e. they should either by mutually disjoint or totally contained in each other). 
· If localized and non localized services have to be provided it has to be ensured that the localized Maximum MBSFN areas are no overlapping with each other. Of course they are allowed to be contained in the non localized service areas. 
· Resource reservation for a specific service comprises always the Maximum SFN area of the service i.e. no dynamic resource sharing between eMBMS services in case of enhanced broadcast. Sharing between uni-cast and broadcast is allowed. 

· Resource Pools available for the services are predefined by O&M. Different ‘layers’ of Service Areas might have depending on the scheme separate resource pools.
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Figure 2: example of Max SFN area and resource pool configuration for decentralized RRM structure
Outline of the used protocol in example 2.
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Figure 3: Illustrate of signalling exchange for example protocol 1

One MME is responsible for a MaxSFN area. MME asks an arbitrary eNB of the maximum MBSFN area in a MBMS SESSION PREPARATION REQUEST (TMGI, QoS, …) to assign a resource reference to the session in a MBMS SESSION PREPARATION RESPONSE. The arbitrary eNB provides e.g. a list of time slots and Radio Blocks in a 'Transparent Container'. This container is distributed by MME to the other eNBs. The MME is not looking at the content of this container. It regards the container just as number of bytes without meaning (therefore 'transparent container'). 

The allocated resources are come from the resource pool reserved for all MBMS service.
This proposal requires separate resource pools for the different Service Area layers.
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� This does not preclude that EPC support RRM by forwarding transparent containers or by selecting some resource references.


� For instance if no IP multicast is employed for signalling, then the EPC has to know to which eNBs it has to send sessions starts.
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