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1. Introduction

At the last RAN3 meeting the basic user plane protocol architecture for SAE Bearer Level Content Synchronization has been agreed [1]. The resulting architecture is depicted below in figure 1. 
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Figure 1: The overall u-plane architecture of the MBMS content synchronization
In the past several proposals for content synchronisation have been made. In the text proposal in [1] agreed at the RAN3#55bis meeting some requirements with respect to robustness against losses on the S1 interface and that treatment of such errors have been formulated. 
In this document we analyse and compare three different SAE Bearer Level content synchronisation protocol proposals. 
The protocols have been selected according to the criteria that the tdocs describing the protocols also address the handling of losses on the S1 interfaces and can therefore be considered as protocols trying to achieve a very high degree of robustness. The analysis is based on our understanding of the proposal in [2]
 from Alcatel-Lucent, in [4] from Ericsson and in [5] from IPWireless. 

The document analyses and compares the three different proposals. The comparison will yield that the basic principles behind the different proposals and the required functionality are very similar. However the difference in the details of the protocol definitions result in that the Ericsson and IPWireless proposals have some issues with regards to error handling to minimize impact of losses on SFN operation and robustness of content synchronisation to losses. 

It is expected that in order to resolve the issues these proposals would need to become even more similar to the Alcatel-Lucent proposal [2] “RLC SDU level timestamp approach with virtual concatenation”. 

2. Discussion
2.1 Requirements

In this section we just recall the basic requirements underlying the design of the SAE Bearer Level Content Synchronization protocols.
- E-MBMS Gateway Radio and Radio Configuration Agnostic: The Synchronization protocol shall allow hiding radio details like available sub frames for service transmission, transporting block size, exact data rate etc. from the SYNC protocol entity in the E-MBMS Gateway. This is to allow that these parameters can be different in eNBs provided by the E-MBMS Gateway with service content. This allows that these eNBs might apply different transmission techniques or using different MBSFN configuration, which therefore would alleviate switching between different transmission techniques and would allow to use the same distribution point for different MBSFN areas.

- Robustness against losses: The protocol shall be robust against losses on the S1 interface, meaning that the synchronization is maintained / recovered after losses, without the need of any feedback/retransmission channel.
- Minimize impact of losses on SFN operation: The protocol shall allow to minimize the duration and severity of the impact of losses on the SFN operation. This is done by e.g. muting the transmission of transport blocks which could contain desynchronized content due to losses on S1.
- Radio Resource Efficiency: The scheme shall allow for high resource efficiency. This implies e.g. that concatenation and segmentation shall be supported

- Inactivity Detection Means: The protocol should allow distinguishing losses from service inactivity.

- Radio Specific segmentation/concatenation in eNB: The segmentation/concatenation should be totally up to the RLC/MAC layer in eNB.
2.2. Content Synchronization Seen as Uniform Mapping of SAE Bearer PDUs to Transport Blocks.
As figure 2 depicts the general task for content synchronization is to map a stream of SAE Bearer PDU (P0, P1, P2, P3, ….) distributed by an E-MBMS Gateway to a stream of transport blocks (TB0, TB1, TB2, … ), transmitted by the different eNBs  synchronously
, such that the mapping is identical in each eNB. 
During times where the service rate 
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  is equal or higher than the air interface rate 
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the bytes of the SAE Bearer PDUs have to be allocated in a contiguous sequence back to back (in a “concatenated” way) to the transport blocks, to allow for optimal utilization of the air interface resources, to ensure minimum queuing delay and to avoid that service packets have to be thrown away because of inefficient air interface usage. In this “burst” case the transmission timing for subsequent packets is implicitly determined by the size and the number
 of previous packets. 
In general the mean service rate will be smaller
 than the available air interface rate i.e. 
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.  This means that inevitably some transport blocks will be only partly or not used for the service. E.g. if the average service rate is 90% of the air interface rate , this would mean that 10% of the TBs would be not used in an allocation to transport blocks avoid padding
. 
Therefore in the allocation of SAE Bearer PDUs to Transport Blocks, there will be Transport Blocks not completely used (i.e. padding has to be applied) or Transport Blocks not used. This is also depicted in the figure 2 .  
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Figure 2: Mapping of SAE Bearer PDUs to transport blocks
2.3. Transmission Time Allocation to First Packets of a Burst in the Proposals.
As explained in 2.2. the timing of a first packet of a burst implies the timing of all the subsequent packets of a burst. Therefore a prerequisite for content synchronization is that an E-MBMS Gateway can mark packets such that the eNBs can determine unambiguously in which TTI and in which position within a transport block the transmission of the first packet shall start.
In the three analyzed proposals this is done in the following ways:
Alcatel-Lucent: A packet gets a time stamp represented by an eNB frame number. The time stamp is chosen such that it is ensured that all the eNBs will have received the packet in time for transmission with a very high probability. The protocol is such that the time stamp denotes the beginning of a radio frame. The actual transmission commences at the first subframe allocated to the service within or after the radio frame. The position of the related RLC PDU within the transport block is at the start of the block without padding. 

IPWireless: A so called SYN-R packet (or header) denotes a point in time. The actual transmission commences at the first subframe allocated to the service after the denoted point in time. The position of the related RLC PDU within the transport block is at the start of the block without padding. It is not specified what shall happen, if there are still data from previous PDUs are to be transmitted at the denoted time.
Ericsson: The transmission time is determined relative to the transmission time of the first transport block allocated to the service after session start. This reference time is provided in the Session start message to all the involved eNB. The relative timing is provided by a so called sequence number SN representing a byte count. The SN is chosen such that it is ensured that all the eNBs will have received the packet in time for transmission with a very high probability. 
The SN can be understood as denoting a specific transport block characterized by its position #TB in the sequence of transport blocks by using a formula like:

#TB= SN div TBsize, where  TBsize  denotes the transport block size and div is denoting division without reminder. 
The actual transmission commences at the subframe with the count #TB . 

The position of the related RLC PDU within the transport block is determined by a formula like 

Offset = SN mod TBsize where  TBsize  denotes the transport block size and mod is denoting the modulo operator. This means that in general some padding in the first transport block is applied even if the packet size is larger than a transport block size.

2.3 Transmission Time Allocation to Subsequent Packets in the Proposals.
As described above the transmission time of subsequent packets of a burst is implicitly determined by the transmission time of the first packet. But since the SAE Bearer PDU distributed by E-MBMS Gateway to all the eNBs will experience different transfer delays the eNBs cannot figure out from the arrival time of the packets, which one belong to a burst or not. To ensure that all eNB concatenate the same packets the E-MBMS Gateway marks packets in a way such all eNB can identify which packets are considered as candidates for concatenation by the E-MBMS Gateway i.e. are belonging to a “Burst”. Note that the actual concatenation/segmentation will be decided by the eNBs. The transmission time of all the packets belonging to such a sequence of immediately subsequent packets is implicitly determined by the transmission time of the first packet of this sequence.

Alcatel-Lucent: 
The packets which are considered by the E-MBMS Gateway as candidates for concatenation are indicated by a common time stamp for all these packets. For this E-MBMS Gateway uses a virtual concatenation condition as described in [2]. 
IP-Wireless: The packets which are considered by the E-MBMS Gateway as candidates for concatenation are indicated by a SYNC-R packet or header preceding or being part of the  SYNC-D PDU carrying the first packet of the sequence of candidates. There is no information given how the E-MBMS Gateway determines which packets have to concatenate and which not. But it is evident that a condition analogous to the one in the Alcatel-Lucent proposal is needed.
Ericsson: The packets which are considered by the E-MBMS Gateway as candidates for concatenation are indicated by SNs without gaps (i.e. SNn+1=SNn+packetsize(n)+RLCoverhead(n)). For this similar to the other proposal the E-MBMS Gateway has to determine which packets have to be virtually concatenated and which one not. The condition is not described in [5]. However taking into account that the SN is related to the absolute time with a formula like 
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 (compare section 2.5 below) such a condition could look like 
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 denotes the absolute transmission time the E-MBMS Gateway would allocate to the packet (n+1) and 
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2.4 Principles for Recovery from losses on S1 interface
[1] contains the following agreed requirement:

“7. The SYNC protocol provides means to detect packet loss(es) and supports a recovery mechanism robust against loss of consecutive PDU packets (MBMS Packets with SYNC Header).”
This requirement ensures that there are no cases in which losses will result in a persistent violation of content synchronization after the losses. 
According to Alcatel-Lucent understanding, there has been no content synchronization proposal so far violating this requirement. Of course there are differences IN how long it takes to recover from such losses in the different proposals and it is straight forward to consider protocols as more robust, which can commence faster with transmission after losses thAn others.

But to maintain or regain content synchronization is only one aspect. Another aspect is to minimize the impact of such a loss on the air interface.
To cover this the following additional requirement is found in [1]:
“8.  (FFS) For the packet loss case the transmission of radio blocks potentially impacted by the lost packet should be muted or padded.”

The basic principle is to identify the transport blocks which would contain lost data. The transmission of those transport blocks would be muted or
 padded. 
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Figure 3: Principles for Minimizing Impact on SFN operation by Muting
In figure 3 the principles of error recovery common to all proposals are depicted. It is assumed that packet P1 is lost. For this the transmission transport blocks TB0 and TB1 have to muted
 and in the transport block TB2 only the part of packet P2 shall be transmitted, which would have been transmitted without loss.
To allow this it first has to be detected whether parts of P1 would have been transmitted in TB0 in which the last segment of the last successfully over S1 received packet P0 would be transmitted. Further the last transport block impacted by the lost packet(s) has to be determined. In addition the last byte occupied by the last lost PDU has to be determined. A prerequisite for this is that the eNBs are able to determine how much bytes the lost packets would have occupied in the transport blocks. This number of bytes has also to take into account the RLC/MAC header overhead needed for the lost packet(s).
To make it possible to calculate the overhead which would have been created by MAC/RLC protocol headers all the proposal assume that the RLC/MAC protocols are such that the overhead caused by an SAE Bearer PDU can be determined or upper bounded by the number of the SAE Bearer PDUs. RLC protocols as described in [3] or [6] allow this. 
Alcatel-Lucent: 
It is assumed that the  eMBMS RLC PDU format design obeys the “one LI per SDU” principle [3], in which a Length Indicator LI indicates the end of a SDU in one PDU by providing the length
 of the last segment of the SDU. 

The RLC PDU format “One LI per SDU”, allows to determine the last transport block relative to the first transport block used for the burst, which would contain data from the lost PDUs. In addition the format allows to determine the last position in this transport block occupied by the lost packets. As only input for this calculation the byte count and the time stamp in the first successfully received packet is necessary.
Open issues: The protocol as described in [2] does not allow to the eNB to distinguish the cases that it received a last packet belonging to a burst either due to a real end of the burst or due to the loss of the last packets belonging to a burst. This could lead to the fact that a last transport block is transmitted, carrying not exactly the same content as in the corresponding transport block transmitted by eNBs not impacted by a loss.  A solution to this issue is straight forward. By introducing an End of Burst packet to be sent immediately by the E-MBMS Gateway, when it detects that no further packets are to be virtually connected to the previous packets. The eNB will not send a not completely filled last transport block, if it does not receive another packet belonging to the burst or the End of Burst packet before this transport block is due for transmission.
However it has to be discussed if impact to a single transport block caused by sending a padded last transport block is worth the small effort to introduce such an End of Burst packet.
IP-Wireless: The “One LI per SDU” basic idea is represented in the figures in the annex A [5], but the details are not mentioned. Therefore, any of the data packets SYNC-D loss in one super-frame can be recovered, whose method is similar to Alcatel-Lucent. But the precondition is that SYNC-R should be received.

If the SYNC-R lost, the following SYNC-D could not be recovered due to the loss of T until the next SYNC-R. The solution of this problem is that multiple SYNC-Rs (for example, more than 3) transmit together. It would reduce the probability of SYNC-R loss but could not avoid the appearance all SYNC-R loss.
Open issues: How can the scheme recover from the loss of a SYNC-R PDU? When this packet is lost content synchronization is lost for the whole burst until a new SYNC-R PDU is received. Further similar to the Alcatel-Lucent case the protocol as described in [5] does not allow to the eNB to distinguish the cases that it received no further packet belonging to a burst either due to a real end of the burst or due to the loss of the last packets belonging to a burst. The solution would be similar than the Alcatel-Lucent solution.
Ericsson: The assumption is that the size of the RLC/MAC (and PDCP) header added per upper layer SDU in the RLC/MAC layer is fixed (i.e., predictable). To realize this, generating the byte sequence numbers the E-MBMS Gateway would also take into account the additional RLC/MAC header overhead created by each packet when updating the SN. The MAC header is assumed to have a fixed, common part and additional fixed size parts corresponding to the respective SDUs that have been multiplexed into the given MAC PDU. The basic idea of this is the “Fixed field size in RLC header per SDU”.
Open issues: The Ericsson approach as described in [4] does only employ sequence numbers SN representing a byte count counted since session start. This SN may have gaps between different subsequent packets due to service inactivity. Also no means are described, which would allow to figure out for a given packet, if it is the first, an intermediate or last packet of a burst. This leads to the issue illustrated in figure 4.
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Figure 4: Issue: how to distinguish failure case from regular case in Ericsson proposal.
Regular Case 1:
3 packets are sent, which belong to a burst. The SN of next packet corresponds to byte count of last byte in previous packet +1 
Regular Case 2:
2 packets are sent. Both don’t belong to a burst and therefore the SN of next packet is determined by the intended transmission time.

Failure Case: 
3 packets are sent, but only 2 received.
Appropriate handling would be to mute the impacted transport blocks. At least in [4] Ericsson suggest to mute transport blocks which would contain data “Note that TB#2 cannot be sent out by the eNB with partial content, as this would destroy the SFN property.”

Resulting Issue: In the protocol description in [4] Ericsson does not foreseen a packet sequence number, which would allow an eNB to detect the loss on S1 interface. The eNB cannot distinguish this failure case from Regular Case 2, for which muting is inappropriate. Therefore eNB cannot figure out if it should transmit the TB1 or not. 
If Ericsson would foresee a packet sequence number to detect losses on the S1 interface, it would not know the sequence number and length of the previous lost packet and could therefore not figure out if the first packet received successfully after the losses would have been impacted by the losses or not. (i.e. it would not know if P1 transmission was already completed in TB0 or not).
As an possible improvement Ericsson is suggesting that it should be possible to send dummy PDUs during gaps between bursts. However also these dummy PDUs can get lost. But the treatment of subsequent packets is different if the previous packet was a Dummy Packet compared to the case it was a ‘real’ packet. (i.e. the lost packet P1 could be either a dummy packet, in which TB0 and TB1 should be transmitted with appropriate padding, or a real packet in which TB0 and TB1 should be muted).
For the loss of the last packet case the Ericsson protocol could use a Dummy Packet as End of Burst Indication similar as suggested for the Alcatel-Lucent proposal. 
2.5 Principles for timely availability in the eNBs

The basic principle is to allocate a time stamp or a SN such that the packets are available at all eNBs timely enough before the time denoted by the time stamp elapses or before the SN is due for transmission. In all the proposals the E-MBMS Gateway has no radio specific knowledge. Therefore the allocation of transmission time or SNs to packets has to take into account also the uncertainty in transmission timing
 by the scheduling. Also the uncertainty of the reference time represented by the first transport block allocated to the session or to a burst has to taken into account.
Alcatel-Lucent: the timestamp should also take into account the maximum transfer delay assumed on S1 such that the SAE Bearer PDUs should be available at all the eNB at the time indicated by the timestamp. “TmaxDelay” included maximum transfer delay between E-MBMS-Gateway and eNB, some margin and the maximum eNB L2 processing time. The margin is to counteract measurement errors. Details of the allocation are given in [2].
IP-Wireless: The mUPE sends S-SYNC-R containing a timestamp T, and N (where N = the sequence number of the next PDCP packet) before commencing to forward a block of packets (the super-frame) to the involved eNode-Bs. Typically T is set to the current time + worst case maximum transmission delay + δ.
Ericsson: The start time of the MBMS service in terms of an absolute time is configured at each eNB so that each eNB knows when to send the first PDU with the initial sequence number (SN=0 in this example). In principle the E-MBMS Gateway has the notion that the service provided by the eNB is a continuous transmission of bytes with rate 
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By using the following relation for such 
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 the E-MBMS gateway can calculate a proper sequence number SN for a packet which should be transmitted at time ttx. ttx is chosen as in the other proposals taking into account maximum transfer delay, L2 processing time, and uncertainty of transmission timing by scheduling etc. The actual SN allocation would follow e.g. the condition described in 2.3.

2.6 Inactivity Detection
For Mixed Carrier configuration it is thinkable that resource not used by a service due to inactivity could be reused for uni-cast services.

A eNB can infer inactivity from not receiving any SAE Bearer PDUs scheduled for transmission. However it cannot distinguish losses from inactivity.

If losses are rather rare an optimistic approach can be taken by just assuming that not receiving any packet is a sign for service inactivity. Note that long term interruption on the S1 interface is likely detected by other means (e.g. keep a live messages, etc.). In the unlikely cases that a loss was interpreted as inactivity the radio resource would be allocated to a uni-cast service impacting SFN operation. However if this impact is restricted to one or a few transport blocks and is happening only rarely the impact on the service is likely negligible.
If losses are assumed to be frequent then some protocols means have to be provided. Such means are Dummy packets as described in [4] . Such a dummy packet approach would be also applicable for the other proposals. 
3. Comparison

3.1 Communalities

· All the protocols use a byte count (or SN in Ericsson terminology) to determine the transmission time relative to the transmission time of a reference transport block. This is depicted in figure 5.

· All the protocols assume an RLC protocol which allow to determine the MAC/RLC header overhead just from the number of SDUs. i.e. they apply “Fixed LI field per SDU” (for example one LI per SDU) for multiple packet loss recovery approach. This allows to maintain content synchronization across losses and allows for methods to minimize the impact of losses on SFN operation.
· In all protocols the E-MBMS Gateway determines which SAE Bearer PDU packets are candidates for concatenation. The eNBs are provided with this information. For this the E-MBMS Gateway will have to evaluate conditions allowing determining this. 
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Figure 5: Timing information by a byte count relative to a reference transport block.
3.2 Major Differences

· Alcatel-Lucent and IPWireless protocols are designed such that it is possible to detect even in case of losses on the S1 interface, whether a successfully received packet was candidate for concatenation with a previous one or not. This allows minimizing the impact of losses on the SFN operation. Ericsson does not provide such information in its protocol. Therefore proper error handling is not always possible (see section 2.4).

· Ericsson maintains the reference transport block used for the relative transmission time allocation by byte count (or SN) whereas Alcatel-Lucent and IPWireless reinitialize this reference transport block.
· The Ericsson proposal implies that the transmission of bursts start at an arbitrary position within a transport block i.e. in average half of the first transport block will be padded. The other proposals allow in their timing information more freedom to the eNB such that it is possible to start the transmission of a packet at the first available position in a transport block. This is depicted in figure 6 and figure 7, which provide the details for the Alcatel-Lucent and the Ericsson proposal respectively.
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Figure 6: General case of transport block allocation to bursts in Alcatel-Lucent and IPWireless approach.
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Figure 7: General case of transport block allocation to bursts in Ericsson approach.
3.3 Suitability for different requirements

	
	Alcatel-Lucent


	IPWireless
	Ericsson

	E-MBMS Gateway Radio and Radio Configuration Agnostic
	OK 
Only very general assumption on maximum inter scheduling interval and lower bound for mean air interface transmission rate needed.  
	OK 
Only very general assumption on maximum inter scheduling interval and lower bound for air interface transmission rate needed.
	Suboptimal
Accurate knowledge of air interface transmission rate needed in addition to assumption on maximum inter scheduling interval. Knowledge additional RLC overhead caused by each packt size needed for SN update in E-MBMS Gateway.

	Robustness against losses
	Optimal


	Ok ?

Potential issue by SYNC-R packet loss. 

Resynchronization only after next SYNC-R.


	Optimal

 

	Minimizing the impact of losses on the SFN operation
.
	OK

(loss of last packets only treated if End of Burst packets are used).
	OK

(loss of last packets only treated if End of Burst packets are used)
	Suboptimal
Appropriate error handling seems not to be always possible since the protocol lacks to provide self contained information in protocol header allowing distinguishing error cases.

	Radio Resource Efficiency
	optimal
	optimal
	In some cases suboptimal

(lots of padding)

	Inactivity Detection Means
	OK

Possible enhancement Introduction of Dummy Packets in the protocol
	OK

Possible enhancement Introduction of Dummy Packets in the protocol
	OK

Possible enhancement Introduction of Dummy Packets in the protocol

	Delay Imposed by the Protocol
	ffs
uncertainty of transmission timing and reference time have to be respected in transmission time allocation

	ffs

uncertainty of transmission timing and reference time have to be respected in transmission time allocation
	ffs

uncertainty of transmission timing and reference time have to be respected in SN allocation

	Node 

Synchronisation

Protocol  needed
	If no common time reference for E-MBMS Gateway and eNB used Node Synchronisation Protocol needed.
	If no common time reference for E-MBMS Gateway and eNB used Node Synchronisation Protocol needed.
	If no common time reference for E-MBMS Gateway and eNB used Node Synchronisation Protocol needed.


4. Conclusion

It is shown that the basic principles like usage of a byte count to determine the transmission time relative to the transmission time of a reference transport block are the same in the different proposals. It has been also identified that the required functionality is very similar (e.g. evaluation “virtual concatenation” condition in the E-MBMS gateway to determine, which packets are belonging to a burst). However in the protocol definition some differences exist. These differences imply that the properties of the different proposals are slightly different and that the proposals meet the different requirements to a different degree. 
If a very robust scheme is needed the Alcatel-Lucent proposal as described in [2] under the heading “RLC SDU level timestamp approach with virtual concatenation” would constitute according to the analysis in this document the most appropriate scheme. For the other proposals discussed in this document it is recommended not to decide on these proposals before the indicated issues have been resolved. It is assumed that the other proposal would look even more similar to the Alcatel-Lucent proposal, if the issues are resolved. Therefore we don’t consider the different proposals as principal alternatives, they are just variants.
If the discussion yields that there is some room to trade of some robustness against minimum complexity and optimal delay behavior, it is suggested to consider alternatives like “Straight forward RLC SDU level timestamp approach” [2] further, which would allow to achieve even more transparency of radio specifics things to the E-MBMS gateway, than the class of protocols analyzed in this document. 
It is suggested to discuss the priorities of the different requirements and to make a decision on the adopted protocol based on such common agreed requirements and associated priorities.
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� Please note that the Alcatel-Lucent document in [2] contains to alternative  proposals. One meant to be extremely robust refered to as “RLC SDU level timestamp approach with virtual concatenation” and one which is more targeting at minimal complexity and minimal buffering delay. This other alternative is referred to as “Straight forward RLC SDU level timestamp approach”. In this contribution we are analyzing only the very robust schemes and therefore in this document Alcatel-Lucent proposal refers to the virtual concatenation proposal.


� by means of Physical layer frame timing synchronization


� Here we assume that the adopted MAC/RLC protocol variable header overhead is just a function of the number of packets. Reference to these protocols is given in 2.2. If other RLC protocols would be used the transmission timing would be determined by further factors like individual size of the previous packets.


� There are several arguments for this. In general the air interface resource allocation will be done such at least the GBR can be served. Taking into account that air interface resource allocation will have some quantization and that the allocation has to be such that also variable header overhead is covered the air interface allocation will such that � EMBED Equation.3  ���. On the other side the codecs producing service data will be normally such that � EMBED Equation.3  ���.


� In case of padding an estimate (ffs) would be that every 15th transport block would be empty in average.


� [2] and [4] it was argued that muting shall occur and in [5] it was left open for RAN1 decision if muting or padding is more appropriate. 


� The transmission of the transport blocks is muted since they would have content different to the transport blocks send by eNBs not impacted by the losses. Sending such transport blocks would mean to create interference to the other cells, impacting the service in these other cell. [4] left it open for RAN1 decision if muting or padding is the appropriate handling.


� For some special cases, if the SDU or SDU segment length equals to the vacancy or one byte less than vacancy in the RLC PDU, Due to the fact that the LI length is two bytes, it should be filled with zero or one byte from the next SDU data, and the corresponding LI fills in the header of next PDU, which is set to some predefined values.


� The uncertainty of transmission timing results from the fact that several packets might needed to be concatenated in the same transport block. This implies that a SAE Bearer PDU arriving later than an other Previous SAE Bearer PDU must be available at the eNBs in time for concatenation. This requires that the transmission time allocation for the previous packet is such that a later packet can arrive in time. In the proposal in [2] this is ensured by a worst case assumption for the Inter Scheduling Interval and some assumptions on the Mean Service Rate. It is assumed that every proposal which indicates for packets that they have to concatenated has to employ similar mechanisms. Especially this holds for the other proposals in [4] and [5]





PAGE  
1

[image: image17.wmf]GBR

r

air

>

[image: image18.wmf]air

serv

r

GBR

r

<

£

_1239557013.unknown

_1239599977.unknown

_1239610428.unknown

_1239611806.vsd
P0


P1


P2


TB0


TB2


TB1


400


700


0


500


1000


1299


1299



_1239598171.unknown

_1239594311.vsd
P0


P1


P2


P4


TB0


TB2


TB1


TB


P4


400


700


0


500


1000


1299


tburst


1299


TB


tsched


0


?


P5


1500


1900


tburst


„Alcatel-Lucent 
Approach“


„Ericsson 
Approach“


„Ericsson 
Approach“


„Alcatel-Lucent 
Approach“


TB


TB0


0


P5


TB


tburst


P4


TB3


TB4


P5


1500


1900


tburst


200


0


2000


P0


P1


P2


TB0


TB2


TB1


400


700


0


500


1000


1299


P0


P1


TB0


TB2


TB1


399


700


0


500


1000


1299


P0


P1


P2


TB0


TB2


TB1


400


700


0


500


1000


1299


x


x


x


x


Regular Case 1)


Regular Case 2)


Failure Case


Loss on S1



_1239432379.unknown

_1239450756.unknown

_1239556838.unknown

_1239442970.vsd
P0


P1


P2


TB0


TB2


TB1


400


700


0


500


1000


1299


x


x


x


x


0


Not transmitted



Not transmitted




_1239449218.vsd
P4


TB3


TB4


P5


1500


1900


tburst


2000


TB5



_1239433554.unknown

_1239433763.unknown

_1239099830.unknown

_1239431309.vsd
P0


P1


P2


P3


TB0


TB2


TB1


TB3


400


700


0


500


1000


1299


tburst


1299


TB4


tsched


0


P4


1500


1900


tburst



_1239101588.vsd
P4


TB


TB0


P5


TB


tburst


200


0



_1239099533.unknown

